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ARTICLE INFO ABSTRACT

Over the past decades, a new aquifer test technology (sequential pumping tests or hydraulic tomography, HT)
has been developed and successfully applied to many field sites to delineate the spatial distributions of hydraulic
properties (e.g., transmissivity (T) and storage coefficient (S)). Yet, the reproducibility of its estimated T and S
fields and the predictive capabilities of the estimates for different flow scenarios at different time periods remain
unexplored. That is to say, if the estimated fields based on sequential pumping tests conducted during different
years are the same since the geologic formation and processes may have undergone changes. In order to answer
this important question, this study first compares the drawdown-time behaviors from the sequential pumping
tests (SPTs) conducted in 2010 with those conducted in 2012 at a field site and then finds they are similar but
different in detail. It then uses these data to estimate the T and S fields and checks the reproducibility of the
estimates. The estimated heterogeneity patterns are found to be generally reproducible in spite of uncertainties.
In addition, the estimates from each year are capable of predicting the observed drawdowns, induced by in-
dependent pumping tests during the corresponding year (i.e., self-validation). Moreover, the estimated fields are
cross-validated. That is, this study uses the estimates obtained from the 2010 pumping tests to predict the
observed drawdowns of the independent pumping tests conducted in 2012. Likewise, it uses the estimates from
2012 pumping tests to forecast the drawdowns of the independent pumping tests of 2010. The results of both
self-validation and cross-validation indicate that the estimated T and S fields based on the test in one year can be
used to predict bulk flow behavior in the other year. Differences in detailed behaviors may be attributed to
changes in the processes, omitted in the depth-averaged flow model.
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1. Introduction aquifer homogeneity assumption.

Based on numerical experiments, Meier et al. (1998) and Sanchez-

Aquifers are inherently heterogeneous at a multiplicity of scales.
Such heterogeneity controls hydrologic processes. Comprehensive
characterization of aquifer hydraulic properties, thus, is critical for
groundwater resources management, and groundwater contamination
prevention and remediation. Yet, traditional aquifer test analyses for
estimating aquifer properties, like the Theis solution (Theis, 1935) and
the Cooper-Jacob approximation (Cooper and Jacob (1946)), adopt the

Vila et al. (1999) advocated that the homogeneous hydraulic proper-
ties, estimated by the Cooper-Jacob approach, represent the averaged
properties over the cone of depression in the aquifer. They claimed that
the estimates are independent of the location of the observation well.
To the contrary, Wu et al. (2005) demonstrated that the averaged
properties are heavily weighted towards the heterogeneity in areas
close to the pumping and to the observation wells and the dominant or
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large-scale heterogeneity in other parts of the cone of depression. They
further pointed out that the governing flow equation upon which
Cooper-Jacob solution is based is an ensemble mean equation. The
equation describes the averaged behavior of an aquifer with many
possible heterogeneous patterns (Yeh et al., 2015a,b). To properly
apply the ensemble-mean solution to a field problem, where only one
heterogeneity pattern exists, they suggested that Theis’s or Cooper-Ja-
cob’s solutions ought to be fitted to drawdown-time data from multiple
observation wells over the cone of the depression in order to obtain
representative averaged properties. Collectively, field results from
Straface et al. (2007) and Wen et al. (2010) corroborated the conclusion
by Wu et al. (2005), which stated that applying the Theis’s or the
Cooper-Jacob’s solutions to one observed drawdown-time curve in a
cross-hole pumping test in a heterogeneous aquifer is tantamount to
comparing apples and oranges.

Thereafter, Huang et al. (2011) used well hydrographs from 11
observation wells during each of eleven pumping tests at a field site and
estimated the transmissivity (T) values of an equivalent homogeneous
model and a highly parameterized heterogeneous model (Yeh et al.,
2015a,b) for each test. They found that these estimated equivalent
homogeneous T and distributed T values vary according to the location
of the pumping well. As such, Huang et al. (2011) concluded that using
a limited number of pumping tests and observation wells, the estimated
hydraulic properties for either an equivalent homogeneous or highly
heterogeneous conceptual model likely are scenario dependent and not
intrinsic characteristics of an aquifer. They then demonstrated that a
joint interpretation of multiple sequential pumping tests (Hydraulic
Tomography (HT), survey, and analysis) can minimize the scenario-
dependency of the effective homogeneous parameters or distributed
parameter fields.

In fact, a tomographic survey is a human instinct. That is, human
always views an object from different angles and perspectives to obtain
non-redundant information and to synthesize these pieces of informa-
tion to gain a complete description of the object. Exploiting this human
nature, medical scientists developed computed axial tomography (CAT
scan) technology and geophysicists created geophysical tomography
survey techniques (Yeh et al., 2008). Similarly, many hydrologists had
proposed the concept of HT, but Yeh and Liu (2000) are the first who
developed a fully 3-D Steady-State Hydraulic Tomography (SSHT)
technology and demonstrated its robustness for mapping aquifer het-
erogeneity. Zhu and Yeh (2005) then expanded the 3-D SSHT to the
Transient Hydraulic Tomography (THT), and Xiang et al. (2009)
modified the Sequential Successive Linear Estimator (SSLE) to Si-
multaneous Successive Linear Estimator (SimSLE), which simulta-
neously includes all the pumping test data sets for THT analysis.

Over the past decades, HT survey with an appropriate inverse model
(such as SLE, QLGA, Quasi-Linear Geostatistical Model, Kitanidis, 1995)
can identify the patterns of the heterogeneous hydraulic conductivity
(K) and specific storage (S;) field in aquifers in a cost-effective manner.
These works include (Vesselinov et al., 2001a,b; Liu et al., 2007; [llman
et al., 2009; Berg and Illman, 2011a,b; Zhao et al., 2015) in particular.

In field-scale (e.g., tens to hundreds of meters) problems, HT has
become a popular method for characterizing the spatial heterogeneity
(Straface et al., 2007; Li et al., 2007; Huang et al., 2011; Berg and
Illman, 2013; Cardiff et al., 2013; Hochstetler et al., 2016; Sanchez-
Leon et al., 2016; Zhao and Illman, 2017, 2018). More recently, Zha
et al. (2014, 2015, 2016, 2017) utilized pumping induced drawdowns
and fluxes to map the locations of kilometer-scale faults and fractures as
well as their hydraulic properties at a granite site. Likewise, SimSLE has
been successfully applied to delineate small-scale fractures (Sharmeen
et al., 2012).

Moreover, these studies showed that the hydraulic property fields
estimated by HT could lead to a better prediction of flow (Hao et al.,
2008; Illman et al., 2008, 2009) and solute transport (Illman et al.,
2010, 2012; Ni et al., 2009; Zha et al., 2016) processes than the con-
ventional characterization approaches. Mao et al. (2011) challenged the
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traditional approaches for analyzing the results of pumping tests in
unconfined aquifers, and Mao et al. (2013) extended the HT analysis to
variably saturated unconfined aquifers. Meanwhile, Sun et al. (2013)
investigated the effects of boundary uncertainty on the HT interpreta-
tion and suggested a temporal sampling strategy of the observed head
for the HT analysis. Recently, HT was expanded by Zha et al. (2014) to
include flux measurements in the characterization of fractured geologic
formations. Tso et al. (2016) investigated the usefulness of flux mea-
surements and prior information about the geology in HT analysis.
Using the Successive Linear Estimator (SLE), Zha et al. (2017) devel-
oped a new HT algorithm that addresses multi-scale heterogeneity and
discrete geologic features in geologic formations.

Unequivocally, these HT studies have brought optimism to the de-
velopment of a cost-effective, high-resolution aquifer characterization
technology, in spite of cautionary notes about HT’s ability by Bohling
and Butler (2010)). Nonetheless, the reproducibility of the estimated
parameter fields by HT’s for a field site over different years has not been
investigated before. That is to say, over a period of time, the regional
flow, recharge, geologic heterogeneity, and other unexplored factors
may have changed. These changes may lead to different estimates due
to the omission of these factors in the model. Consequently, it is logical
to ask if the parameter fields estimated, for a given field site, using
sequential pumping test data at different years would lead to the same
estimates, and if the estimated parameters during a previous campaign
can be used to predict the flow field at the site at different times —
validation.

Validation is a controversial and philosophical term in groundwater
hydrology. For instance, a well-cited paper by Konikow and Bredehoeft
(1992), about three decades ago, advocated that groundwater models
cannot be validated but tested. They stated “...Case histories of model
applications to the Dakota Aquifer, South Dakota, to bedded salts in New
Mexico, and to the upper Coachella Valley, California, illustrate that cali-
bration produces a nonunique solution and that validation, per se, is a futile
objective. Although models are definitely valuable tools for analyzing
ground-water systems, their predictive accuracy is limited. The terms vali-
dation and verification are misleading, and their use in ground-water science
should be abandoned in favor of more meaningful model-assessment de-
scriptors.” We believe this view was built upon knowledge, theories, and
models developed more than three decades ago. For example, using
pumping test conducted at Wall, South Dakota, they articulated that the
Theis solution is adequate for predicting the short-term response of the
well at Wall (40-hour pumping test); to predict its long-term response,
the leakage from the confining layers (i.e., Hantush ‘modified leaky
aquifer solution’) must be considered. While they may have recognized
effects of large-scale heterogeneity (leakage from the confining layers),
they failed to recognize that both Theis and Hantush (Hantush and
Jacob, 1955) solutions are solutions to the ensemble mean equations;
they derive the ensemble mean behavior of the aquifer, which is not the
same as the observed drawdown-time data at one well. Besides, these
equations yield scenario-dependent aquifer properties as discussed
previously. Likewise, they used the groundwater modeling study of the
upper Coachella Valley, California to illustrate that a calibrated model
yielded large uncertainty in predictions. As such, they suggested “model
assessment” instead of model validation and verification. Once more,
the calibration of the upper Coachella Valley model did not exploit the
tomography concept developed recently (i.e., take advantage of non-
redundant information). Certainly, we agree with the overall theme of
their paper (i.e., model assessment should focus on a complete under-
standing of the particular hydrologic system or problem of interest).
We, however, believe the paper merely presented an argument over
semantics.

As articulated in the early part of this section, our understanding of
effects of heterogeneity and limitations of traditional models, and ad-
vances in inverse modeling using HT have evolved tremendously over
the past three decades. A revisit to these “validation”, “verification” or
“model assessment” issues becomes logical. For this reason, this paper
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analyzes data from two sequential pumping test experiments conducted
in two different years at a field aquifer. Specifically, it first examines the
reproducibility of the drawdown data from sequential pumping tests
conducted in 2010 and 2012 (i.e., SPT-2010 and SPT-2012, respec-
tively) at the same field site. The reproducibilities of the estimated T
and storage coefficient (S) of an Equivalent Homogeneous Model
(EHM) and a Highly Parameterized, Heterogeneous Model (HPHM) are
then investigated. In addition to direct comparisons of these T and S
estimates from SPT-2010 and SPT-2012, this study evaluates the ability
of these estimates for predicting the flow field due to independent
pumping tests conducted in the corresponding year (i.e., self-valida-
tion). The independent pumping test means that the drawdown data (in
turn, the flow field) from the tests have not been calibrated during the
inverse modeling effort for estimating the parameters. The study also
cross-validates these estimates. That is, the estimated T and S fields
from SPT-2010 are used to predict the drawdown field induced by the
independent pumping tests in SPT-2012 and vice-versa. Finally, the
results of these validations are discussed.

2. Field experiments
2.1. Site description and Sequential Pumping Test (SPT)

The SPT experiments were conducted at a field site on the north side
of the campus of National Yunlin University of Science and Technology
(NYUST) in Taiwan. Eleven fully penetrating wells (screened from
1.5 m below land surface to a depth of 20 m) were installed over an area
of 144 m?; they were distributed as shown in Fig. 1 and named as BHO1,
BHO2, through BH11. Each well was constructed with a schedule 40
high-density polyethylene (HPDE) pipe of 10.16 cm diameter, and the
length of the screen section was 18.50 m from 1.50 m below the ground
surface and to the depth of 20.00 m and surrounded by a gravel pack.
The interval was perforated with 0.05 cm slots. The wells were com-
pleted according to the specification of groundwater quality monitoring
well (No. 0910091877) by Environmental Protection Administration
(EPA), ROC (Taiwan).

The stratigraphic cross sections (A-A’ and B-B’, blue lines in Fig. 1)
are depicted in Fig. 2. Generally speaking, the soil profile shows that the
aquifer (16.4 m) is mainly comprised of interbedded gravel, sand, silt,
and clay layers. It is overlain by 3.4 m thick silty clay, while the bottom
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is an impermeable clay layer. The aquifer is generally considered as a
shallow, confined aquifer although it may not be fully confined over
great lateral distances because of the complex interbedded silty clay
layers. In addition, the experiment site is located in a forest area and the
depth of roots is unknown. The hydraulic heads in 2010 and 2012
fluctuated in the top clay layer (Fig. 2).

The SPT-2010 took place from August 2010 to February 2011. The
pumping rates ranged from 9.42m3d~?! to 12.96 m®d~!. The SPT in
2012 (SPT-2012) began in October 2012 and ended in January 2013.
The pumping rates varied from 8.03m3d ! to 15.17m3d ! (Table 1).
All the pumping tests during two SPT experiments were conducted at
days without any precipitation. During each SPT, a pressure transducer
with a data logger (precision of 1 mm) was installed in each of the
eleven wells to collect the drawdown data measurement. The sub-
mersible pumping system (Grundfos Pumps Corporation) was utilized
for each pumping test. Each pumping test lasted 72 h to ensure that a
steady flow condition was achieved. For each SPT experiment, eleven
pumping tests were conducted. During each pumping test, one of the
eleven wells was pumped, and the drawdown-time data were recorded
at all wells. After the drawdown had reached steady-state, the pumping
was stopped. Once the groundwater level fully recovered, a new
pumping test began in another well. As a result, 11 pumping tests
yielded 121 observed drawdown-time curves (including the pumping
wells) for each SPT.

3. Groundwater model

The analysis presented in this paper assumes that the groundwater
flow in two-dimensional, depth-averaged, saturated, confined, hetero-
geneous, or homogeneous aquifers can be described by the following
equations:

VIT®VH] + Q(x,) = S(X)Z—};I o

subject to the boundary and initial conditions:
Hiry = H;, [T(X)VH]-nlr; =q, andHl—y = Hy (2)

where, H is total or hydraulic head [L], x is the spatial coordinate (x=
{x, y}, [L]), Q(x,) is the pumping rate (L3/T/L3) at the location x,, T(x)
is the transmissivity [L2/T], and S(x) is the storage coefficient [—]. If
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Fig. 1. Well locations and model domain. Each grid is 1 m X 1 m, the total number of grids is 30 x 30, and the boundary conditions are prescribed head. The area
indicated by the red square is 21 m X 21 m (441 grids) is the focus of the discussion in the paper. (For interpretation of the references to color in this figure legend,

the reader is referred to the web version of this article.)

119



J.-L. Chen et al.

Journal of Hydrology 569 (2019) 117-134

BHO4

BHO6

BHO5

Depth =20 m

44

421

40 L

38 1

Water Table (2010)
Water Table (2012)

Materials

D Clay

36

Screen =18.5m

34

32

30

28 -

0123456728910

01234567

Fig. 2. The stratigraphic profiles and the averaged initial water levels of the aquifer along a) A-A’ and b) B-B’ lines at the NYUST site (see Fig. 1).

Table 1

Setting conditions of sequential pumping tests between 2010 and 2012.
Cases SPT-2010 SPT-2012
Date 2010/08-2011/02 2012/10-2013/01
Well No. Q (m*/d) Q (m*/d)
BHO1 11.84 13.61
BHO2 12.42 15.17
BHO3 11.76 14.30
BHO04 12.86 13.64
BHO5 12.83 13.29
BHO6 12.74 14.10
BHO07 12.96 14.58
BHO08 12.68 14.45
BHO09 12.81 14.05
BH10 9.42 8.03
BH11 10.68 11.90
Average 12.09 13.37

the aquifer is conceptualized as homogenous (EHM), the values of T(x)
and S(x) are independent of x. H; is the prescribed total head at
Dirichlet boundary ry, q is the specific flux at Neumann boundary r,, n
is a unit vector normal to the union of r; and r,, Hy represents the initial
total head.
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4. Simultaneous Successive Linear Estimator (SimSLE)

SimSLE (Xiang et al., 2009), a version of the SLE, is used to estimate
the parameter fields based on SPT-2010 and SPT-2012 data. The al-
gorithm of the SLE has been discussed by many of Yeh’s colleagues (Yeh
et al., 1995, 1996; Zhang and Yeh, 1997; Hughson and Yeh, 2000; Yeh
and Liu, 2000; Zhu and Yeh, 2005, Zha et al., 2018), and thus only a
brief discussion is given below.

SLE adopts a highly parameterized, heterogeneous conceptual
model (i.e., every finite element of the model has its own parameters to
be estimated). As such, it discretizes the field site into N elements. Each
element has a value for each hydraulic parameter (i.e., natural loga-
rithms of K, and S;, InK, and InS;, respectively). The SLE then considers
these parameters as spatial random fields characterized by uncondi-
tional means E[InK] and E[InS,] (where E[—] denotes the statistical
expectation), and the unconditional perturbations InK-E[InK] and InS-E
[InS;], respectively. These perturbations represent spatial variability of
the parameters, which is characterized by their covariance functions.

SLE estimates the most likely parameter value (i.e., conditional ef-
fective parameter value) for each element, given (i.e., conditioned with)
the observed drawdown (or head) data from the HT survey. As it is a
Bayesian geostatistical method, it starts with some prior knowledge
about mean values and covariance functions of the unknown parameter
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Fig. 3. Normalized drawdown-time plots for a) SPT-2010, and b) SPT-2012. s, stands for normalized drawdown.
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Fig. 4. Contour maps of initial heads (column 1: 2010; column 2: 2012) and the scatter plots of normalized drawdowns of SPT-2010 vs. SPT-2012 (column 3) for the
pumping tests at (a) BHO1, (b) BHO2, (c) BHO3, (d) BHO04, (e) BHO5, (f) BHO6, (g) BHO07, (h) BHO08, (i) BH09, (j) BH10, (k) BH11. s, denotes the normalized
drawdown.

fields (InK and InS;). These prior means are combined as vector Y (an Suppose during a pumping test we have collected ny observed heads
n, X 1 parameter vector) in the numerical model. n, is equal to N (no. in time and space, denoted by the data vector d”. The estimated para-
of elements of the domain) if InK is concerned only, and it is doubled meter vector, given the observation, is Y. (subscript ¢ denotes condi-
(2N) if InK and InS; are jointly estimated for transient problems. tional), and is iteratively determined using the following linear
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Fig. 4. (continued)

estimator:

YO+ = YO 4 of(dF — dD) 3)

where r is the iteration index; the vector d® is the simulated heads at
the observation locations and times obtained from the forward model
(Egs. (1) and (2)), using the parameters obtained at iteration r. When

122

r=0, Y. = E[Y]. The coefficient matrix, @ (ng X n,), denotes the
weights, which assign the contribution of difference between the ob-
served and simulated head at each observation location and time at
each iteration to a previously estimated parameter value at each ele-
ment. The superscript T denotes the transpose. The coefficient matrix w
is determined by solving the following equations:
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i) Pumping at BH09
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The input parameters for HT modeling (S is non-dimensional and correlation
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s2'2=0.896 s2"° - 4.00E-05

S

L1 =3.78E-04
L2 = 5.30E-04
COR =0.975

0.005 .01

2% Pumping at BH09, unit: min/cm?)

n

s2% = 0,638 s7'° + 2.00E-04

L1 = 3.24E-04
L2 = 4.54E-04
COR =0.966

0.005 0.01

2010,

s2""°(Pumping at BH10, unit: min/cm?)

n

s212=0.737 s"° + 2.00E-04
| L1=7.65E-04
L2 =1.01E-03
COR =0.985 3
0.005 007
s2"°(Pumping at BH11, unit: min/cm?’)

The estimated hydraulic properties for field data used in self- and cross-vali-

dation (S is non-dimensional).

Cases Performance Statistics Methods Years Estimates

H* ™ s InT InS

1.c% and B.C°  Mean of Variance of Mean of InS  Variance of Unconditional Direct Average Approach 2010 2.430 —5.075

(m) InT InT InS 2012 2.836 —5.539
2010 46.44 2633 0.192 ~5.307 0.600 Unconditional HT Approach igig 1'22? ::'gz})
2012  46.33 : :

a
b
c
d

e

(6

Pressure head.

Effective transmissivity.
Effective storage coefficient.
Initial condition.

Boundary condition.

+ 6" diag(ef) Jw® = )

4

where g4q is the unconditional covariance of observed heads and &4, is
the cross-covariance between parameter and data where r = 0. They

123

become conditional (or residual) covariance and cross-covariance when
r > 0 (when observed heads are used to condition the estimates). The
parameter 6 is a dynamic stability multiplier, and diag (e44) is a stability
matrix, which is a diagonal matrix consisting of the diagonal elements
of e44. The solution of Eq. (4) requires knowledge of covariance &44 and
cross-covariance e4,, which are derived from the first-order numerical
approximation (Yeh and Liu, 2000):

e = IPIT,

ef) = IPe)

)
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Fig. 5. Conditional HT estimates: The estimated T field (a) 2010, and (b) 2012 from drawdown datasets of 9 pumping tests. The estimated S fields of (¢) 2010, and (d)

2012.

where J4 (ng X n,) is the sensitivity matrix of head data with respect to
the element-wise parameter, using the parameters estimated at current
iteration. The sensitivity is solved by an adjoint approach. At iteration
r =0, the ¢, (n, X n,) is the unconditional covariance of parameters.
For r = 1 the unconditional covariance becomes the residual or con-
ditional (residual) covariance, which is evaluated according to

(r+1) — o(r) _ T
€y =~ =& — WEgy

(6)
The iteration between Egs. (3) and (6) continues until some criteria
(Xiang et al., 2009) are met. The final estimate is the conditional ef-
fective parameters, and residual variances are the uncertainty asso-
ciated with the estimate.
Note that SimSLE can also adopt an EHM to estimate the effective
parameters for the entire aquifer.

5. Analysis and results
5.1. Evaluation criteria

The mean absolute error (L1 norm), mean square error (L2 norm),
linear regression analysis, and standard correlation coefficient (COR)
(0 < Irl £ 1) were the performance statistics used in the evaluations of
results of the following analyses.

5.2. Reproducibility of Drawdown-time curves

In order to investigate the reproducibility of the drawdown-time
curves between SPT-2010 and SPT-2012, the drawdown-time curves
were normalized according to the following equations:

Sp = 5;‘]3(0 = Si’fj(f)/Qik 7
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tn = By = tiy/r} ®)
where the §i’fj(t) represents the normalized drawdown, which is the
drawdown, s,-’f]- (t), observed at time t at the observation well j during
pumping at well, i, divided by the pumping rate Q; in the kth year. This
is necessary since different pumping rates were used at different
pumping wells and years. The term f;; is the normalized time, which is
the observation time ¢;; divided by the square of the distance between
the observation well and pumping well (r,»f}»). This normalization is based
on Theis solution for homogeneous, confined aquifers (Yeh et al.,
2015a); it aims to eliminate the distance effect such that effects of
heterogeneity or other unknown or unaccounted factors (e.g., recharge
or leakage, and others) on the shapes of drawdowns can be illuminated.

The 110 normalized drawdown-time curves from SPT-2010 and
SPT-2012 and their means, mean plus one standard deviation, and
mean minus one standard deviation are presented in Fig. 3a and b.
Overall, the normalized observed drawdowns in SPT-2010 are greater
than those in SPT-2012. Since the drawdowns have been normalized
with pumping rates, differences in pumping rates are not the cause but
other factors. Nevertheless, as indicated in Fig. 3a and b, the general
shapes of drawdown-time curves of the same observation wells in re-
sponse to pumping at different wells (effects of heterogeneity) appear
similar (i.e., reproducible) over the two experiments.

The first two columns of Fig. 4a—k show the contour map of the
initial head distribution before each of the 11 pumping tests of SPT-
2010 and SPT-2012. Name of the pumping well and the year are labeled
in figures. These maps were constructed using the kriging tool built in
Tecplot (i.e., unknown correlation scales and variograms) and the ob-
served heads at the 11 wells before pumping started. These head values
were obtained using measurements of the water levels in the wells
before each pumping test started. The third column illustrates the
scatter plots of the normalized drawdowns observed in SPT-2010 versus
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Fig. 6. The residual variance of estimated InT of (a) 2010, and (b) 2012 from drawdown datasets of 9 pumping tests. The residual variance of estimated InS of (c)

2010, and (d) 2012.
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Fig. 7. Comparison of the estimated (a) InT and (b) InS between 2010 and 2012 based on 9 pumping data sets and conditional HT analysis (note: each plot has 441

datasets).

those in SPT-2012 for the corresponding pumping test. Generally, the
spatial trends of the initial head distributions before each pumping test
between the two years are similar, indicating a regional flow pattern
from southeast to northwest direction, but they are different locally. In
particular, notice the persistently higher initial heads near the south-
west corners of Fig. 4b—e, and h-k of SPT-2010 than those of SPT-2012.
These are reflections of higher head values at BH03, BH09, BHOS,
BH11, BHO5, and BHO04, rather than effects of interpolations. These
differences also are manifested in the scatter plots of drawdowns as
displayed in the third column of the figures. That is, most pairs of 2010
and 2012 drawdowns cluster along a straight line, but some pairs at
large drawdowns deviate from the line, indicative of larger drawdowns

at some wells during SPT-2010 than SPT-2012 experiments. Otherwise,
the drawdowns are generally reproducible.

5.3. Estimation of T and S using field data

Using the field pumping test data, we first estimated the effective T
and S based on the EHM (they are the unconditional effective para-
meters) first, and we then estimated T and S fields of an HPHM (con-
ditional effective parameters). The word “unconditional” hereafter
implies that the parameters do not attempt to reproduce the observed
drawdown at each observation location but the overall drawdown trend
of all the wells. On the other hand, the term “conditional” means that
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Fig. 8. Validation of effective T and S estimates
based on unconditional direct average approach:
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Self-validation (a) using the estimates from SPT-
2010 to predict drawdowns of two independent
pumping test in SPT-2010; (b) using the estimates
from SPT-2012 to predict drawdowns of the in-
dependent tests in SPT-2012. Cross-validation (c)
using the estimates from SPT-2012 to predict
drawdowns in two independent tests in SPT- 2010;
(d) using the estimates from SPT-2010 to predict
drawdowns in SPT-2012 (note: each plot has 140
datasets).

0.5

Pre (Predicted drawdown

| Pre =0.326 Obs + 0.044

0 0
0 0.5 1 0 0.5
c) d)
| Pre = 0.126 Obs + 0.057
L1=0.130 L1 =0.089
1F L2=0210 T L2=0.151
- COR = 0.560 - COR=0.777

0.5

Obs (Observed drawdown, unit: m)

the parameters aim to reproduce the observed heads at each location
and time as close as possible.

Two approaches were employed for estimating the unconditional
effective T and S parameters (i.e., uniform effective T and S of an EHM).
The first approach adopted the traditional Theis analysis based on the
data from 11 pairs of cross-hole tests and averaged these estimated T
and S values (we will call this as the unconditional direct average ap-
proach). The other approach (the unconditional HT approach) em-
ployed SimSLE to estimate the effective T and S for the EHM associated
with this aquifer, using the drawdown-time data sets (110 sets) from
the 10 pumping tests, simultaneously. While this approach also esti-
mates the effective T and S of the EHM, the estimates should be less
scenario dependent because of the effects of scanning. That is, they
consider different flow fields under various stresses.

Afterward, a conditional HT approach, which employs the SimSLE
with HPHM, was used to estimate the T and S values at each element of
the numerical model for the field site.

For these estimations, a study domain of 30 m X 30 m in size was
selected, covering all the eleven wells of the field site and avoiding
boundary effects on the simulations. The domain was discretized into
900 elements of 1 m x 1 m. Eleven wells were located within the red
square (441 elements, 21 m X 21 m) (Fig. 1). Boundary and initial
conditions for the HT analysis of SPT-2010 and SPT-2012 data sets were
assumed the arithmetic average of the initial water levels of all the tests
in SPT-2010 and all of those in SPT-2012. They are 46.44m and
46.33m, respectively. All the observed drawdown-time data were
converted to water level-time data, and therefore, the differences in
initial and boundary conditions were avoided.

For the parameter estimation, drawdown values at 7 different times
were selected from each drawdown-time data to expedite the analysis.
This selection was based on the temporal sampling strategy suggested
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by Sun et al. (2013). That is, at the early rising limb of the drawdown-
log time curve, the drawdown is most sensitive to change in S. Thus,
data at three closely spaced time intervals were selected. The other four
points were distributed over the rest of drawdown-time curve.

5.3.1. Unconditional T and S parameters for EHM

Direct Average Approach. The means of the effective InT and InS
values of the EHM for each SPT are listed in Table 3. Notice that the T
estimate from SPT-2010 are smaller than that from SPT-2012, and the S
estimates from SPT-2010 is larger thant that from SPT-2012.

Unconditional HT Approach. This approach used the observed 90
drawdown data due to pumping at the 9 wells simultaneously. The si-
mulation domain, grids, initial and boundary conditions, and input the
mean and variance of InT and InS were listed in Table 2. Notice, the
approach estimates only two parameters T and S, which are uniform in
space since it adopts the EHM. As shown in Table 3, the estimated value
for InT is 1.605, and that for InS is -4.491 based on data of SPT-2010,
and that is 1.841 for InT and is -4.639 for InS based on SPT-2012 data.
Similar to the direct approach, this approach also yields a smaller T
estimate from SPT-2010 than that from SPT-2012, and greater S esti-
mate from SPT-2010 than that from SPT-2012 (Table 3). Overall, this
approach yields smaller T and larger S values than the direct average
approach from the two SPTs.

5.3.2. Conditional T and S parameter fields for HPHM

Next, the 90 observed drawdown-time data of SPT-2010 were used
to estimate the T and S values of each element in the domain of the
HPHM. The simulation domain, grids, initial and boundary conditions,
and input mean and variance were identical to those used in the un-
conditional HT approach, and the correlation scales were 10 m in both
directions (Huang et al., 2011). The same procedure was applied to the
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Fig. 9. Validation of effective T and S estimates
based on unconditional HT approach: Self-validation
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SPT-2010; (b) using the estimates from SPT-2012 to
predict drawdowns of the independent tests in SPT-
2012. Cross-validation (c) using the estimates from
SPT-2012 to predict drawdowns in two independent
tests in SPT-2010; (d) using the estimates from SPT-
2010 to predict drawdowns in SPT-2012 (note: each
plot has 140 data sets).
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data from SPT-2012. Notice that data recorded from 10 observation
wells from the two pumping tests at BH10 and BH11 were excluded
from this estimation; they were treated as independent pumping tests
for validation of the estimates (Section 5.4).

The estimated T fields of SPT-2010 and SPT-2012 are depicted in
Fig. 5a and b, respectively. They show a similar pattern of InT dis-
tributions: a high T zone (red color) appears around BHO1, BH02, and
BH10 and low T zones around the boundaries. Similarly, the estimated
S fields for SPT-2010 and SPT-2012 (Fig. 5¢ and d, respectively) are low
around the lower, left and right boundaries and high S values along the
upper (north) boundaries with two high-value zones at the low corners
in SPT-2010 estimated field (Fig. 5c). As reported by Sun et al. (2013),
misrepresenting no-flux boundaries as constant head boundaries during
HT analysis could lead to low T zones around the boundaries and vice
versa. Accordingly, we postulate that the low T and high S zones near
the upper boundaries may be indicative of the existence of low
permeable boundaries.

Notice that the SPT-2010 S estimates suggest two high S regions
near the lower boundary where SPT-2012 estimates infer low S values.
These two anomalies appear to agree the greater drawdowns observed
in SPT-2010 than those in SPT-2012 since more water was stored at
these locations and less water was available for the pumping. The dif-
ferences in the initial head distribution between SPT-2010 and SPT-
2012 (Fig. 4) seem to collaborate the differences in the estimates.

The residual variance maps of the estimated T fields for SPT-2010
and SPT-2012 are illustrated in Fig. 6a and b, respectively, while those
of the estimated S fields are in Fig. 6¢ and d. The patterns of the residual
variance maps for T estimates of the two SPTs are similar. The same is
also true for the S estimates. The similarities are attributed to the fact
that the residual variances solely depend on the locations of the wells
and cross-correlations between head and T or S. A comparison of the

0.5 1
Obs (Observed drawdown, unit: m)

residual variance maps of T and S, the area of low variances of T esti-
mates is broader than that of S estimates. This is consistent with the
results of cross-correlation analysis by Wu et al. (2005) and Sun et al.
(2013): the observed head at a well is highly correlated with the T
anomalies at upstream regions of the pumping well and the observation
well. Meanwhile, the head is correlated highly with the S anomalies in a
narrow area between the pumping and the observation well. Therefore,
the estimates of S over the domain involve greater uncertainty than the
T estimates. Notice the slight differences between the residual variance
maps of S between Fig. 6¢ and d, likely due to numerical accuracy issues
(i.e., truncation errors and convergence criteria).

Reproducibility of the T estimates is shown in Fig. 7a, where the
estimated Ts from SPT-2010 are plotted against those from SPT-2012,
whereas that of the S estimates is in Fig. 7b, in which the estimated Ss
from SPT-2010 are plotted against those from SPT-2012. Overall, these
estimates are reproducible in terms of the general trends. However, T
estimates are generally more reproducible than S estimates, owing to
the narrow area of the cross-correlation between head measurements
and the S anomalies. For this reason, densely distributed observation
wells are needed to estimate S distribution correctly (Sun et al., 2013).

5.4. Self- and Cross-Validations

The estimated T and S fields from the field experiments cannot be
directly compared with the unknown “true” fields. In addition, the ul-
timate goal of an aquifer characterization is to predict flow or solute
transport processes in the aquifer accurately under any stresses.
Therefore, validation of the estimates by predicting drawdown fields
(flow fields), which are not used during the inverse modeling efforts, is
a desirable approach. As mentioned previously, the pumping wells
(BH10 and BH11) were not used as either a pumping or an observation
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Fig. 10. Validation of effective T and S estimates
based on conditional HT approach: Self-validation
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2012. Cross-validation (c) using the estimates from
SPT-2012 to predict drawdowns in two independent
tests in SPT-2010; (d) using the estimates from SPT-
2010 to predict drawdowns in SPT-2012 (note: each
plot has 140 datasets).
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well in the inverse analysis. These pumping tests thus created new flow
fields, and do not have the reciprocity issue in SPT experiments (i.e.,
they do not carry repeated information about the heterogeneity).
Further, the cross-correlation analysis suggests that heterogeneity
around BH10 and BH11 likely remains unknown even after the cali-
bration. That is to say, if the estimates from the 9 pumping tests do not
capture the heterogeneity at the site, they will not predict satisfactorily
the drawdown fields induced by the two new tests, and vice versa.

For these reasons, we use the estimated fields from the SPT-2010
and SPT-2012 experiments to forecast the temporal evolution of
drawdowns at 10 wells of the pumping events at BH10 and BH11
during 2010 and 2012 (i.e., “self-validation”). In addition, “cross-vali-
dations” were conducted, in which the estimated T and S fields from
SPT-2010 were used to predict the observed drawdown fields induced
by the two independent pumping tests in SPT-2012. Likewise, estimates
from SPT-2012 are used to simulate the observed drawdown fields from
SPT-2010. This cross-validation also serves as a means to check the
reproducibility of the estimates with respect to their forecast abilities.

Results of self-validation of the estimates from the unconditional
direct average approach, based on SPT-2010 and SPT-2012 data are
presented as scatter plots of the predicted vs. the observed heads in
Fig. 8a and b, respectively. The cross-validations of the two estimates
are illustrated in Fig. 8c and d. According to these figures, both esti-
mated fields yield significantly biased head fields of the two tests.
Specifically, the predicted drawdowns are significantly lower than the
observed ones, indicative of over-estimate of T and under-estimate of S
values (Table 3).

Self-validation results of the estimates based on unconditional HT
approach with the data of SPT-2010 and SPT-2012 are displayed in
Fig. 9a and b. Meanwhile, results of the cross-validations of the two sets
of estimates are shown in Fig. 9c and d. As expected, the T and S
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estimates from joint inversion (HT) produce less biased predictions in
comparison with those in Fig. 8a and b. That is, the estimates using
SimSLE are more realistic than those based on the direct average ap-
proach. Again, the use of the 9 pumping test datasets allows the esti-
mates to consider the 9 different flow fields simultaneously such that
the estimates are representative (i.e., ergodic) for different flow fields.
The predicted head values are dispersed albeit unbiased. That is, they
do not capture detailed behaviors of the aquifer because of unresolved
heterogeneity and scale disparity between the head measurements and
model (see Yeh et al., 2015a,b).

The self- and cross-validation results of conditional estimates for the
HPHM based on SPT-2010 and SPT-2012 are displayed in Fig. 10a—d,
respectively. These results indicate that the estimates yield less biased
predicted heads of the two independent pumping tests with smaller
scatterings (variances) than the unconditional effective T and S of EHM.
Similarly, cross-validation results suggest that the T and S estimates
based on SPT-2010 and SPT-2012 data are satisfactory.

In addition to the scatter plots in Fig. 10, observed, predicted well
hydrographs and their upper and lower bounds of the SPT-2010 and
SPT-2012 self-validation are presented in Figs. 11 and 12, respectively,
and cross-validation in Figs. 13 and 14. The upper and lower bounds are
the predicted head based on the conditional HT estimates plus and
minus one residual standard deviation (i.e., the square root of the re-
sidual variance, Fig. 6) of the estimates. Notice that the predicted heads
within the bounds are located at the locations where the residual var-
iance are small and vice versa. We emphasize the fact that the magni-
tude of the residual variance depends on the value of the input guess
variance for SLE. Its real magnitude does not affect the estimates and
the pattern but the magnitude of the residual variance. As mentioned
before, the input variance for the SLE was derived from the estimates
based on Theis approach. These estimates are spatially smooth and have
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Fig. 11. Predicted well hydrographs with associated upper and lower bounds and observed hydrographs of the SPT-2010 self-validation, using pump wells, BH10 and
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BH11 individually. Nomenclature: 10-1 indicates that BH10 is the pumping well and BHO1 is the observation well. The rest follows.
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Fig. 12. Predicted well hydrographs with associated upper and lower bounds and observed hydrograph of the SPT-2012 self-validation, using pump wells, BH10 and
BH11 individually. Nomenclature is the same as in Fig. 11.
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Fig. 13. Predicted well hydrographs with associated upper and lower bounds and the observed hydrographs of the SPT-2010 cross-validation: using the conditional T
and S estimates from SPT-2010 to predict drawdowns in two independent tests (BH10 and BH11) in SPT-2012. Nomenclature is the same as in Fig. 11.
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Fig. 14. Predicted well hydrographs with associated upper and lower bounds and the observed hydrographs of the SPT-2012 cross-validation: using the estimates
from SPT- 2012 to predict drawdowns in two independent tests (BH10 and BH11) in SPT-2010. Nomenclature is the same as in Fig. 11.
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small spatial variability and in turn, the variance. In order words, the
actual variance (or spatial variability) is likely larger than this value,
and the gap between the upper and lower bound should be larger.
Therefore, all predicted well hydrographs would be enclosed within
these bounds.

6. Discussion

This study shows that the shapes of the drawdown hydrographs of
the SPT-2010 and SPT-2012 were generally the same, but the magni-
tudes of the drawdowns in SPT-2010 were greater than those in SPT-
2012. Since the drawdowns were normalized by the pumping rates, the
difference in magnitudes may be attributed to other factors, such as
regional flow, recharge, or alteration of the hydraulic properties due to
earthquakes or other processes. On the other hand, the time axis of the
drawdown curves was normalized by the square of the distance be-
tween the pumping well and each observation, and the shapes of the
drawdown time curves of the two tests are similar. Accordingly, we may
exclude the possibility of changes in hydraulic properties of the site
over the two years.

Yet, contoured maps of the initial head fields before each of the
experiments show that the regional flow trends, as well as the boundary
conditions, are similar but different locally, particularly at the southern
boundary. Despite the difference, we believe that the spatial trends of
the initial head should not affect the estimates of unconditional T and S
for this field site because drawdowns were used in the above analysis.
Nevertheless, both unconditional direct average and HT EHM approach
yielded smaller T estimates from SPT-2010 than those from SPT-2012,
and larger S estimates from SPT-2010 than those from SPT-2012.
Interestingly, such results seem to explain the large drawdowns ob-
served in SPT-2010. If this is true, the hydraulic properties then have
been altered over the two-year time span — contradicting the previous
conclusion based on the shape of the drawdown-time curves.

We also recognized that the conditional HT HPHM estimates for the
two experiments, closely resemble each other, with some noticeable
differences in S estimates near one of the boundaries of the aquifer. In
effect, these results are consistent with the estimates based on un-
conditional approaches. That is, the large S values along the south side
of the boundary contribute to the large estimated unconditional S
value. The question now arises: If these changes in S estimate at the
southern boundary are real or artifact.

As discussed above, it is unlikely the aquifer properties could
change significantly over the two years period and the differences in
initial and boundary conditions unlikely could affect the estimates.
Therefore, we speculate that the discrepancies may be attributed to
unexplored processes omitted in this depth-average 2-D model, such as
recharge or root extractions. Perhaps, these discrepancies may also
support the claim that the T and S parameters in a depth-average, two-
dimensional flow model are phenomenological parameters. That is, the
effects of the vertical variations of hydraulic conductivities (see Fig. 2)
and hydraulic gradients of the three-dimensional, heterogeneous
aquifer are lumped into the effective T and S parameters. As the re-
gional flow or other processes change, the vertical gradient varies, and
in turn, the parameter values (p168, Yeh et al., 2015a).

On the other hand, since the wells are 20 m long, one might spec-
ulate upon the wellbore effect at the pumping wells. Albeit the heads of
the pumping wells were not used in the analysis and early time draw-
downs, which may be affected by the wellbore effect, were avoided, the
wellbore effect at the pumping wells might slightly delay the arrival of
drawdown at the observation wells and in turn, affect the estimates of S.
However, as indicated by the residual variance, accurate S estimates are
inherently difficult to obtain in spite of the absence of the borehole
effect. Note that the T estimates are not affected by the borehole effects
since they are not influenced by the early time data.

The self-validation and cross-validation of the estimated T and S
fields using three different approaches yield different results. The
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unconditional T and S values using the direct average approach con-
sistently yield biased predicted drawdowns. On the other hand, the
unconditional T and S values based on the unconditional HT approach
yield less biased prediction with similar degrees of scatterings. This
corroborates with the result that unconditional T and S estimates based
on the direct average approach are much larger than those based on the
unconditional HT approach are. Simultaneous inclusion of all the test
data into the analysis for the effective T and S of EHM corrects the
inconsistencies between the estimates from using Theis solution for each
cross-hole test. Further, the unconditional HT approach (even it is un-
conditional) using a large number of data reduces the effects of noises
on the estimates.

As expected, the estimates from the conditional HT approach result
in drawdown field predictions with the least bias and variance. The
reproducibility of the productivity of the estimated T and S is generally
satisfactory although it is imperfect. This imperfection is likely due to
unknown processes, which are neglected in the depth-average model.
These issues are the subject of our next research. While HT is a logical
approach for collecting analyzing data (Yeh and Lee, 2007), a fully 3-D
dimensional modeling and monitoring of flow in variably saturated
media may be the only way to unravel the unknown processes and to
reduce phenomenological effects on parameters.

In conclusion, as articulated by Yeh et al. (2015a,b), reproducibility
and predictability in groundwater hydrology would depend on the
model resolution (i.e., model scale), and scales of our observation and
interest. At coarse resolution, the traditional homogeneous approaches
(coarse model scale) may work — they may yield unbiased parameter
estimates and flow predictions with large uncertainty at fine observa-
tion scales. On the other hand, HT with highly parameterized models
(fine model scale) can lead to unbiased and less uncertain parameter
estimates and flow predictions at the fine observation scale. None-
theless, reproducibility and prediction of groundwater flow always in-
volve some uncertainty due to multi-scale temporal and spatial vari-
abilities and the limited resolutions of our models (model scale) as well
as noise and model structure errors.

The results of this study corroborate the theme of Konikow and
Bredehoeft (1992): model assessment or validation aims to improve our
understanding of the particular hydrologic system or problem of in-
terest. Nonetheless, results of this study offer a more optimistic view
than that those expressed by them. That is, if the aquifer is sufficiently
characterized in terms of initial, boundary, hydraulic parameters, and
other processes, the groundwater model is not just a tool for better
understanding of the system, but also a tool can be used to provide
reasonable forecasts, so long as scales of the model and observation are
consistent (Yeh et al., 2015a,b). Of course, our statement rests upon the
results from a small experimental site and the two-year periods of our
investigation.
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