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Abstract This study investigates spatiotemporal cross correlation between the observed head and the
hydraulic diffusivity parameters in heterogeneous aquifers under static and migrating periodic excitations
with different frequencies and other factors and a moving single excitation along a river boundary. Results
of the cross‐correlation analysis are verified by estimating the parameters in a synthetic heterogeneous
aquifer under these excitations. For assuring the statistical significance of the results based on a single
realization,Monte Carlo experiments of estimating the parameters with these excitations are conducted. The
experiments also explore the relationship between the resolution of the estimated parameters and the
distance from the excitation to the observation wells, the frequency, and amplitude of the excitation and the
mean diffusivity of the aquifer. In addition, the relationship between the resolution of the estimates and
monitoring network spatial density is investigated. Finally, the usefulness of moving single excitations,
effects of frequencies of the periodic excitations under different situations, the density of monitoring
network in term of correlation scale, and the ergodicity issue corresponding to the number of observation
and size of simulation domain are discussed.

1. Introduction

Proper management of groundwater resources requires accurate knowledge of the water balance (i.e.,
storage, inflow, and outflow) and spatiotemporal distributions of water bodies with different chemistries
(e.g., contaminants or salinity). These states are controlled by the subsurface hydrologic and geological
structures. As a result, many techniques for characterizing subsurface characteristics have been
developed in the past. One of the leading new techniques is hydraulic tomography (HT). The HT survey
is built upon the human instinct: viewing an object from different angles and perspectives to obtain
nonredundant information and synthesizing these pieces of information to gain a full description of
the object. Following this logic, an HT survey sequentially perturbs (e.g., injecting, pumping, or slug
test) an aquifer at different locations and monitors heads at many observation wells. An appropriate
inverse model then assimilates all the information to portrait distributions of spatially varying
aquifer properties.

Over past decades, HT has become a matured aquifer characterization technology at small‐scale field sites
(e.g., Berg & Illman, 2011, 2013; Bohling et al., 2002; Brauchler et al., 2003, 2007, 2011, 2013; Cardiff et al.,
2012, 2013; Hochstetler et al., 2016; Huang et al., 2011; Li et al., 2008; Paradis et al., 2016; Sanchez‐León
et al., 2016; Straface et al., 2007; Zhao & Illman, 2017).

For basin‐scale (hundreds or thousands of square kilometers) aquifer characterizations, large pumping rates
are required to produce noticeable groundwater level responses over the entire basin. This makes
applications for basin‐scale aquifer characterization impractical. Therefore, taking advantage of municipal
well fields and their production scheduling as a basin‐wide aquifer characterization method becomes a
potential option (Yeh & Lee, 2007). Similarly, exploiting natural events (such as lightning, earthquake,
storm, typhoon, tide, or even atmospheric pressure variations) as spatial and temporal varying excitation
sources for basin‐scale hydraulic tomographic surveys has been proposed by Yeh et al. (2008).
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Numerous studies have been conducted in the past to estimate the hydrogeologic properties of aquifers by
interpreting the aquifer response due to river stage variations. Using sinusoidal wave and one‐dimensional
homogeneous confined aquifer assumptions, Ferris (1952); Ferris et al. (1963) presents analytical methods
(i.e., time lag and stage ratio) for calculating aquifer diffusivity based on well hydrographs in response to
river‐stage variations. Nevulis et al. (1989) applied these methods to a field site. Gelhar (1974), Duffy et al.
(1978), and Gelhar et al. (1979) utilized a spectral approach to estimate transmissivity and storage coefficient
of homogeneous aquifers by using the relationship between the well hydrograph and the stream variation.

Parallel to the aforementioned studies, two‐dimensional analytical solutions of groundwater variations of
homogeneous confined aquifers in response to tidal loading along the shoreline were developed by Sun
(1997) and for leaky confined aquifer by Jiao and Tang (1999), Li and Jiao (2001), and Tang and Jiao
(2001). Similarly, Li et al. (2000) and Li et al. (2002) derived the solution describing the groundwater varia-
tions near the estuary, where the tidal loadings in river and ocean are significant, to estimate the diffusivity
of homogeneous confined aquifers. On the other hand, Pinder et al. (1969), Barlow et al. (2000), andMoench
and Barlow (2000) developed convolution methods to investigate the groundwater variations of homoge-
neous confined aquifers in response to any arbitrary impulse along a line boundary.

Following the ideas of Yeh et al. (2008) for exploiting natural stimuli as sources of basin‐scale aquifer
hydraulic tomographic surveys, Yeh et al. (2009) conducted numerical experiments to demonstrate the fea-
sibility of river stage tomography for characterizing basin‐scale subsurface heterogeneity using aquifer
responses to the propagation of a flood wave. Wang et al. (2017) applied the river stage tomography to a
real‐world scenario in which seasonal river stage variations were used as the excitation sources for charac-
terizing an alluvial fan in Taiwan.

It is important to emphasize that the aquifer characterization studies as well as the river stage tomography
discussed previously make use of the groundwater pressure responses due to river stage fluctuations, rather
than the actual water exchange between the river and the adjacent aquifers as presented in the studies by
Vazquez‐Sune et al. (2007) and Brunner et al. (2017). The rationale rests upon the fact that the pressure
responses of the aquifer (e.g., from few centimeters to several tens of centimeters) to the river excitations
can propagate for up to tens of kilometers in confined or semiconfined aquifer as substantiated by the field
observations (e.g., Sophocleous, 1991, Promma et al., 2007, Jardani et al., 2012, Ramirez‐Hernandez et al.,
2013, Hsiao et al., 2017, Wang et al., 2017, and others), while actual flow exchanges between river and
groundwater are often limited to hundreds of meters at most. For example, Sophocleous (1991) reported that
there are at least 0.25 ft head changes (site #5) in response to the river fluctuation at a long distance (10 km
away from the river) in a “conceptually” confined aquifer in Kansas, USA (Figures 10 and 11 in Sophocleous,
1991). Similarly, Jardani et al. (2012) showed that the amplitude of groundwater level of a “semiconfined”
aquifer (again a conceptualized term) is 0.1 m at the well 3 km away from the Seine River at Upper
Normandy, France (Figure 8 in Jardani et al., 2012). This groundwater level amplitude corresponds to a
1.1‐m stream stage fluctuation. Likewise, the study of groundwater responses to controlled water releases
of the Colorado River in Mexico reported a 0.6‐m response in the groundwater at the well (well 9) 3 km away
from the river (Figure 6 in Ramirez‐Hernandez et al., 2013). Moreover, Promma et al. (2007) reported the
seasonal groundwater level variations measured at Phitsanulok, Thailand, are influenced by the river 3
km away from the well (well 14; Figure 6 in Promma et al., 2007). The groundwater level rises 3 m in 3
months accompanied with a 4‐m rise of the river stage (Y3 in Figure 6 in Promma et al., 2007).

Albeit the river stage tomography based on single flood event and seasonal river stage variations have been
investigated previously, the river stage may vary in different forms at different frequencies due to many
environmental factors and human activities. Impacts of these different variations on the efficiency of the
river stage tomography using different groundwater monitoring networks for basin‐scale aquifer character-
ization remain unknown.

Therefore, investigation of the effects of different river stage variations and the monitoring network design
on the large‐scale aquifer characterization are the objectives of this study. For these purposes, this study first
investigates the cross correlations between the head at a well and the variation of diffusivity parameter (D) at
different parts of aquifers under static periodic, migrating periodic, and moving single excitations since the
cross correlations are the key to the aquifer parameter identification. These selected excitations could repre-
sent hourly, daily, monthly, and seasonal variations of the river stages (or a large water body) due to tidal
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effects, precipitations, climate changes, and other natural environment
events. Afterward, estimation of the diffusivity field of a synthetic hetero-
geneous aquifer is conducted to test the findings from the cross‐
correlation analysis. Because the estimation based on a limited number
of observed groundwater responses always involves uncertainty and the
cross correlation is a probabilistic analysis, the test using a single refer-
ence field is likely inconclusive. Monte Carlo simulation subsequently fol-
lows to confirm the test results, including the effects of periodic
excitations with different frequencies and network design on the high‐
resolution characterization of aquifers. Finally, the ergodicity issue corre-
sponding to the number of observation and size of the simulation domain
and some caveats of the implementation of river stage tomography in the
field are discussed.

2. Simulations of Groundwater Responses

This section describes the numerical setup for simulating groundwater
responses to different river‐stage variations, which are to be used in the
later analyses.

2.1. Simulation Domain Configuration

A two‐dimensional horizontal domain of 40 × 40 square elements is
created as the confined aquifer. Each element is 0.025 [−] × 0.025 [−]
in the dimensionless scale (or 300 [m] × 300 [m] in the dimensional
scale). The eastern boundary of this aquifer is a constant head bound-
ary (30 m) while the northern and southern boundaries are no‐flow
boundaries. A prescribed time‐varying head boundary is assigned to

the west side of the aquifer (Figure 1), which represents a river fully penetrating the confined aquifer.
These boundary conditions are selected to represent the propagation of the river stage fluctuation away
from the river over a portion of a large river/aquifer system. The initial head is uniform (30 m) every-
where. At least 32 time steps are utilized for a single periodic cycle during the simulation to ensure
the accuracy of the results. Nine wells are evenly placed in the aquifer to collect the aquifer responses.
The computation is implemented in a numeric variable saturated flow model VSAFT2 (Yeh et al., 1993).

2.2. Groundwater Flow Model

VSAFT2 assumes that the 2‐D depth‐averaged groundwater flow in heterogeneous confined aquifers can be
described by

∇⋅ T⋅∇h½ � ¼ S
∂h
∂t

(1)

where h represents pressure head (m), T is hydraulic transmissivity (m2/hr), S is storage coefficient (−), and t
represents time (hr).

In this study, we assume that S is spatially uniform and known such that we focus on the estimation of D
(m2/hr; i.e., the ratio of T over S) only and reduce the complexity of the problem. This complexity arises from
the fact that in order to identify T and S uniquely, the conditions that (a) the flux or a T value along each
streamline and (b) at least at a time interval, at which the hydraulic head undergoes changes, measured
everywhere in the entire aquifer must be known (Mao et al., 2013; Yeh et al., 2015). In addition, it is difficult
to estimate the S distribution accurately since the area of high cross‐correlation between h and S covers only
a narrow zone between the observation well and the source of excitation over a short period of time (Sun
et al., 2013).

All the results of this experiments (e.g., the groundwater level responses, Figure 2, cross‐correlation results,
Figures 3–7, and Monte Carlo simulation, Figures 8–11), are expressed in terms of dimensionless variables
such that they are scalable. Specifically, the dimensionless distance is defined as

Figure 1. Two‐dimensional horizontal domain utilized in this study. The
upper and lower boundaries are no flux while the right boundary is the
constant head. A prescribed time‐varying river stage variation is assigned to
the left boundary. The circles represent the monitoring wells. The squared
circle represents the well utilized in the cross‐correlation analysis. λ is the
correlation scale of diffusivity and dx is the interval between wells.
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Figure 2. The groundwater level in responses to the (a) static periodic, (b) migrating periodic, and (c) moving single exci-
tations at four different dimensionless time t* = 0.10, 0.35, 0.60, and 0.85. Figures 2a5–2c5 are the hydrographs corre-
sponding to three observation wells (white circles) at different distances away from the river. The white arrows in
Figures 2b1 to 2b4 represent the river flow direction from the upstream to downstream.
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x* ¼ x
Lx

; y* ¼ y
Ly

(2)

where x and y are the distance from the origin (m). Lx and Ly are the widths of the domain (m) in x and y
directions respectively.

The dimensionless time (i.e., phase) is defined as the product of time and frequency ω (cycle/hr)

t* ¼ ωt (3)

The dimensionless water level fluctuation is defined by

h* ¼ h−hi
h0

(4)

where h0 is the amplitude of the excitation (m) and hi is the initial head (m). The dimensionless diffusivities
in x and y directions are defined by

D*
x ¼

D

ωL2x
andD*

y ¼
D

ωL2y
(5)

The dimensionless correlation lengths are defined as

λ*x ¼
λx
Lx

; λ*y ¼
λy
Ly

(6)

in which λx and λy are the correlation lengths (m) in x and y directions.

Figure 3. Cross‐correlationmaps of head with respect to the diffusivity (rDh) induced by the static periodic excitation with
SNR= 57 at dimensionless time (a) t*= 0.10, (b) t*= 0.35, (c) t*= 0.60, and (d) t*= 0.85. The white circle is the observation
well.
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2.3. River Stage Fluctuation

The three different river stage variations (static periodic waves, migrating periodic waves, and a moving sin-
gle excitation) examined are simulated using the following mathematical models.

The static periodic variation (Figure 2a) is expressed as

h tð Þ ¼ h0 sin 2πωtð Þ (7)

The variables in the equation have been defined previously. This type of periodic wave intends to represent
the annual or seasonal river stage variations of a dammed river, a reservoir, or a perennial river in a
watershed where precipitation and runoff are discharged uniformly along the river.

The second form (i.e., migrating periodic) of the excitation (Figure 2b) is modeled by

h x; tð Þ ¼ h0 sin 2πωt þ axð Þ (8)

This represents the periodic fluctuation with some phase lags from the upriver (y* = 0) to downstream
(y* = 1). ax is a function of distance which describes the delay (i.e., phase lag) of river stage variation. This
type of migrating periodic wave is to imitate the river stage variation in tidal rivers.

The moving single excitation (Figure 2c) is simulated by the diffusion wave

∂v x; tð Þh x; tð Þ
∂x

þ ∂h x; tð Þ
∂t

¼ 0 (9)

g
∂h xð Þ
∂x

−g S0−Sf
� � ¼ 0 (10)

with the prescribed boundary conditions

Figure 4. Cross‐correlationmaps of head with respect to the diffusivity (rDh) induced by the static periodic excitation with
SNR = 55,000 at dimensionless time (a) t* = 0.10, (b) t* = 0.35, (c) t* = 0.60, and (d) t* = 0.85. The white circle is the
observation well.
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h x; 0 < t ≤ 0:5ω−1
� � ¼ h0 sin 2πωtð Þ (11)

h x; 0:5ω−1< t
� � ¼ 0 (12)

on the inlet of the river and

h x; t ≤ atð Þ ¼ 0 (13)

h x; at < t ≤ 0:5ω−1 þ at
� � ¼ h0 sin 2πωtð Þ (14)

h x; 0:5ω−1 þ at < t
� � ¼ 0 (15)

on the outlet of the river. This moving single excitation is used to depict a short duration perturbation of
downstream river stage induced by storm, typhoon, or discharge of reservoir (e.g., hydropeaking). at is a
function of time describing the delay of river stage propagation from upstream to downstream. g is gravity
(m/hr2). S0 and Sf are slopes of the river bed and friction (−). v is flow velocity (m/hr).

This paper assumes that the river fully penetrates the confined aquifer and VSAFT2 simulates the pressure
propagation, rather than the actual inflow and outflow between the groundwater and the river water.
Ideally, a rigorous, fully three‐dimensional simulation of the excitations along the river using Navier–
Stokes equations or Saint‐Venant equations and accounting for the river geometry, riverbed roughness, bank
storage, and other factors, as well as a variably saturated flow, describing the interaction of surface and sub-
surface flow, is more realistic than what we assume here. However, the focus of this study is to examine the
effects of different types of excitations on the heterogeneity information carried by the observed heads for the
estimation of aquifer properties over large areas. Therefore, the local scale heterogeneities along the riverbed
are lumped into the diffusivity values along the river boundary and implicitly included in the flow

Figure 5. Cross‐correlation maps of head with respect to the diffusivity (rDh) induced by the migrating periodic excitation
with SNR = 57 at dimensionless time (a) t* = 0.10, (b) t* = 0.35, (c) t* = 0.60, and (d) t* = 0.85. The white circle is the
observation well and the white arrow represents the river flow direction from the upstream to downstream.
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simulation. The omission of the use of detailed simulation approach for river flow would not affect the
general conclusion of the study. In effect, this pressure propagation concept is parallel to those used in the
analysis of oscillatory pumping (e.g., Black & Kipp, 1981; Cardiff, Barrash, & Kitanidis, 2013 and
Rasmussen et al., 2003) for characterizing aquifer.

2.4. Signal‐to‐Noise Ratio

Factors, such as excitations with different frequenciesω and amplitudes h0, magnitudes of diffusivity of aqui-
fers D, and distances to the excitation location x, can affect the aquifer responses at observation wells and
impact the aquifer characterization efforts. For example, signals of high frequency could decay rapidly with
distance such that observed signals at large distance are contaminated by the noise and the calculated heads
lose their precisions. As a result, the inverse result may not be reliable. For this reason, the signal‐to‐noise
ratio (SNR) issue is discussed below.

To explain the ratio, we use the analytical solution of the quasi‐steady state groundwater head fluctuation in
a 1‐D semi‐infinite homogeneous confined aquifer in response to a periodic head excitation on the boundary.
The solution can be expressed as

h x; tð Þ ¼ h0 exp −x

ffiffiffiffiffiffiffi
πω
D

r� �
sin 2πωt−x

ffiffiffiffiffiffiffi
πω
D

r� �
(16)

in which x (m) is the distance from the excitation (e.g., Carr, 1971). According to the solution, the head
attenuation is described by the exponential term while the phase lag is described by the second term in
the argument of the sine function. Accordingly, we define the SNR as

Figure 6. Cross‐correlation of head with respect to the diffusivity (rDh) induced by the moving single excitation with
SNR = 57 at dimensionless time (a) t* = 0.16, (b) t* = 0.69, (c) t* = 1.16, and (d) t* = 1.41. The white circle is the obser-
vation well.
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SNR ¼ h0
herr

exp −x

ffiffiffiffiffiffiffi
πω
D

r� �
(17)

While the denominator, herr, can be the numerical errors, measurement
noise, or model error, in this study, it represents the numerical precision
error. The numerical precision of 8 bytes floating point value is about 15
digits, the truncation error of our study is 10−7 m, and the round‐off error
is 10−6 m. Thus, we choose herr = 10−5 m. While the measurement noise
or model errors are usually larger than the numerical error, this choice
should not affect the conclusion of this study because our results are
expressed in terms of the SNR. That is, the same SNR could be any com-
bined result of the noise level and the magnitude of the aquifer responses,
which also depend on the frequency ω, diffusivity D, distance x, and
amplitude h0.

In the cases, where more than one observation wells are used, the arith-
metic average of the distances between wells and the excitation is used
for x in equation (17). As a result, the head attenuation and the corre-
sponding SNR represent the average of those of the individual well.
With this SNR criterion, the observed or simulated head is considered
usable if SNR > 1, and the estimated Ds are considered accurate

Figure 7. Normalized residual variance of the natural logarithm diffusivity (Sf) after the first iteration with (a) the static
periodic excitation with SNR = 57, (b) the static periodic excitation with SNR = 55,000, (c) the migrating periodic exci-
tation with SNR = 57, and (d) the moving single excitation with SNR = 57. SNR = signal‐to‐noise ratio.

Figure 8. The reference diffusivity D (m2/hr) field of one realization out of
600. White circles are the observation wells. The variance of lnD equals to 2
(−) and the correlation lengths are 6 (km) along both x and y directions.
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regardless of the values of h0, x, ω, D, and herr. Notice that for a fixed h0, x, and D values, a large SNR value
implies the frequency of the excitation ω is low and vice versa.

3. Cross‐Correlation Analysis

To investigate the effects of different forms of river stage excitations on the estimates of Ds, the successive
linear estimator (SLE, section 4; Yeh et al., 1996) is employed. The cross correlation between the observed
heads at different times andDs at different locations of the aquifer (rDh) is the basis of the SLE (equations (22)
and (23)). As a statistical measure of the contribution of the D from various locations to an observed head in

Figure 9. The estimated diffusivity D (m2/hr), the normalized residual variance of lnD (−), and the scatterplots between
the reference and estimated values using (a) the static periodic excitation with SNR = 57, (b) with SNR = 55,000, (c)
the migrating periodic excitation with SNR= 57, and (d) the moving single excitation with SNR= 57. The white circles are
the observation wells. SNR = signal‐to‐noise ratio.
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an aquifer under a given excitation, rDh reveals the most likely location,
where theD variation contributes the most to the observed head variation.
For these reasons, maps of rDh under static and migrating periodic varia-
tions and a moving single excitation along a boundary of an aquifer are
discussed below.

The cross‐correlation analysis is similar to the sensitivity analysis but it
considers the spatial statistics (mean, variance, and correlation length)
that depicts heterogeneity is considered (Sun et al., 2013). Suppose during
a known excitation event, we have collected a total number ofm observed
heads in a well at several times from a parameter field consisting of n indi-
vidual D values. The dimensionless cross correlation rDh(t) (n × m) is
defined by

rDh tð Þ ¼ JTDh tð ÞRff

dia Rff
� �0:5

dia JTDh tð ÞRff JDh tð Þ� �0:5 (18)

in which JDh(t) (n × m) is the sensitivity of the head at the observation
location with respect to hydraulic diffusivity at a given time, t, at every-
where in the domain.Rff (n × n) is the unconditional covariance function,
depicting the spatial correlation between parameters. The term dia(⋅)
represents the diagonal term of the matrix. In this study, the sensitivity
is calculated using an adjoint state approach (e.g., Sun & Yeh, 1990;
Sykes et al., 1985), although a simple perturbation approach would work
as well. The unconditional covariance function used is given as

Rff ¼ Var⋅ exp −

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dxd

T
x

λ2x
þ dyd

T
y

λ2y

vuut
0
@

1
A (19)

in which Var represents the unconditional spatial variance of the para-
meterD. dx (n× 1) and dy (n× 1) are the distance between two parameters
in x and y directions.

In the following sections, we first investigate the effects of SNR values on
the cross‐correlation distributions at different times under a static periodic

excitation (section 3.1). We intend to show that different SNR values (specifically, signals of different fre-
quencies) lead to similar cross‐correlation pattern and in turn the similar estimates. To accomplish this goal,
two SNR values are selected. One is at a typical SNR level (SNR= 57) and the other is an extremely large SNR
value (SNR = 55,000) representing the upper bound. The SNR = 57 is corresponding to the following river
and aquifer characteristics: mean distance to the river x is 5 (km), T is 20 (m2/day), S is 10−6 (−), noise level
herr is 10

−3 (m), the river stage variation h0 is 1.0 (m), period of riverω is 1.0 (day/cycle), and the corresponding
groundwater level fluctuation is 5.7 (cm). The SNR= 55,000 is corresponding to x is 5 (km), T is 20 (m2/day), S
is 10−6 (−), herr is 10

−4 (m), h0 is 6.5 (m), ω is 365 (day/cycle), and the corresponding groundwater level fluc-
tuation is 5.5 (m). Afterward, we show the cross‐correlation distributions at different times under a migrating
periodic excitation and a moving single excitation with a given SNR = 57 value (sections 3.2 and 3.3). These
results are to illustrate the effects of different forms of excitations on the cross‐correlation distributions and
to emphasize the importance of a tomography survey (a moving excitation source) concept. For all these ana-
lyses, themonitoring well is located in the center of the aquifer with a squared label (Figure 1). The dimension-

less mean diffusivitiesD*
x and D

*
y are 4.67 × 10−4 (−) when SNR = 57 and are 9.3 × 10−3 when SNR = 55,000.

The dimensionless correlation lengths λ*x and λ*y are 0.125 (−).

3.1. Static Periodic River Stage Fluctuations

The cross‐correlation map, rDh, corresponding to SNR = 57 (i.e., excitation with small amplitude or high fre-
quency since x and D are fixed) at different times are depicted in Figures 3a–3d. The associated river stages

Figure 10. Mean determination coefficient R2 and mean squared error L2
between the estimated and reference fields from the static periodic excita-
tion (red square), migrating periodic excitation (blue diamond), and moving
single excitation (green triangle) versus SNRs. The solid lines above and
below the symbols represent one standard deviation of R2 and L2. The
dashed line indicates SNR = 1. For the clarity of standard deviation, the
positions of the static periodic and moving single excitations of each SNR
value are slightly shifted in front of and after the symbol of migrating peri-
odic excitation.
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are shown on the left panel of each figure. According to Figure 3a, at t* =
0.10, the rDh forms a mound of positive values between the observation
well and the rive boundary. This result indicates that the observed head
at the well is likely influenced by the heterogeneity of D at the peak of
the mound.

As the river stage approaches its trough (t* = 0.35; Figure 3b), the positive
mound splits into two (a saddle shape) parallel to the river: one moving
toward the upstream and the other to the downstream. Moreover, a nega-
tive mound forms in the area between the well and the right‐hand side
constant head boundary, with the maximum negative value near the cen-
ter of this area. This map suggests that the head at the well likely carry
information about the heterogeneity at these three mounds.

After the river stage starts to recover from the trough (t*= 0.60; Figure 3c),
the rDh pattern is identical to that in Figure 3a but the value of correlation
reverses, attributed to the periodic behavior of the excitations. Likewise,
Figure 3d is a mirror image of Figure 3b. These results suggest that aquifer
response to periodic variations after half of the cycle carries redundant
information about the aquifer characteristics.

The rDh maps with SNR = 55,000 (i.e., excitation with large amplitude or
low frequency) at different time steps are plotted in Figures 4a–4d. During
the first half cycle when the river stage is above the mean stage, the
observed head is positively correlated with D in the area between the river
and well and is negatively correlated with D in the area between the well
and right‐hand side boundary (Figures 4a and 4b). The spatial distribu-
tions of rDh map reverse when the river stage is lower than the average
during the second half cycle (Figures 4c and 4d).

3.2. Migrating Periodic Wave

As indicated in Figure 5a, at the early time, t* = 0.10, where the peak of
river stage is at upper stream (i.e., y* = 0) and the trough is at the down-
stream, the observed head is positively correlated with Ds between the
well and river near the upstream and is negatively correlated at down-

stream. Accompanied by the propagation of river stages, the correlation pattern moves downstream
(Figure 5b). The maximum positively correlated region appears at the midstream after the peak of stream
stage passing through y* = 0.5. Notice that under this circumstance, Ds at the area between the well and
right‐hand side boundary are almost uncorrelated with the head.

Once the peak of the river stage variation passes the domain, rDh patterns in Figures 5c and 5d are identical
to those shown in Figure 5a and 5b but with reversed signs. Such similarity suggests that the aquifer
responses at the well to a moving periodic variation carry the replicated information about the aquifer char-
acteristics. That is to say, only a half of the head collected over a periodic cycle is useful.

3.3. Moving Single Excitation

The river stages and the rDh maps at different times under a moving single excitation are illustrated in
Figure 6. At the early time when the front of the excitation appears at the upper stream, the observed head
is positively correlated withDs between the well and the rising limb of the excitation (Figure 6a). As the exci-
tation moves downstream, the positive rDh region moves to the middle and the down streams afterward
(Figures 6b and 6c). The cross correlation, rDh, between the well and right‐hand side boundary is close to
zero at early times. It then evolves into a negative correlation as the excitation is moving through the river.
Once the excitation completely passes the river, the groundwater level starts to recover, the absolute value of
rDh everywhere rebounds to zero (Figure 6d). Finally, the water levels at the well returns to their initial
values, which is indicative of no information about Ds is available.

Figure 11. Mean determination coefficient R2 and mean squared error L2
between the estimated and reference fields from the static periodic excita-
tion (red square), migrating periodic excitation (blue diamond), and moving
single excitation (green triangle) as a function of the ratio of correlation
scale to well interval. The solid lines above and below the symbols represent
one standard deviation of R2 and L2. For the clarity of standard deviation,
the positions of the static periodic andmoving single excitations of each ratio
are slightly shifted in front of and after the symbol of migrating periodic
excitation.
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As revealed in these figures, differences between rDh of different times are significant, suggesting that the
observed heads at different times carry information about heterogeneity at different parts of the aquifer.
This unique characteristic is absent in those of the static and migrating periodic waves. Thus, the moving
single excitation constitutes a hydraulic tomography survey using the variation of the river stage.

3.4. Normalized Residual Variance

To further substantiate the findings of sections 3.1, 3.2, and 3.3, a first‐order normalized residual variance, Sf
(n × 1), is used to evaluate the impacts of different forms of excitations on the estimates and is defined as

εff ¼ Rff−Rff Jfh JfhTRff Jfh
� �−1

JfhTRff (20)

Sf ¼
dia εff

� �
dia Rff

� � (21)

in which εff (n × n) is the residual covariance matrix.

This equation simply is the residual variance (equation (23)) at first iteration of simultaneous successive lin-
ear estimator (SimSLE) normalized by the spatial variance (Var in equation (19), uncertainty due to hetero-
geneity) and represents the amount of uncertainty of the estimated parameter remained after the inclusion
of head measurements at the well. If the value of Sf at a location is close to zero, the uncertainty of the para-
meter is small, indicative of the effectiveness of the head information for the parameter estimation, and vice
versa. Thus, it is a more direct measure than the cross‐correlation analysis. However, it is the result of the
linear estimate and is in the ensemble sense. Notice that since Sf considers the spatial correlation between
parameters, it is a better choice than the resolution matrix (e.g., Bohling, 2009; Menke, 1989; Paradis
et al., 2015; Vasco et al., 1997) when the parameters are spatially correlated.

The normalized residual variance map corresponding to the two static periodic waves with SNR = 57 and
SNR = 55,000 are presented in Figures 7a and 7b. The similarity of the two Sf maps further corroborates
the finding from the cross‐correlation maps that the heads collected under these two SNRs (e.g., different
in frequency, ω, and amplitude, h0) infer similar heterogeneity.

The Sfmap of the migrating periodic wave with SNR= 57 (Figure 7c), in comparison with those of static per-
iodic waves, reveals that the distributions of the uncertainty of the estimates are quite different. In particular,
the uncertainty in the area between the well and stream are reduced significantly. Such difference implies
that the water level variation at the observation well in responses to the migrating periodic wave contains
more information about the aquifer heterogeneity than that due to the static periodic wave.

As illustrated in Figure 7d, Sf map for the moving single excitation has a similar spatial pattern to that of
migrating periodic wave (Figure 7c) but the uncertainty level is much smaller. Accordingly, we say that
the moving single excitation is a more effective excitation than the others, corroborating the results of the
above cross‐correlation analysis.

4. Parameter Identification

Aforementioned analyses recommend that a moving single excitation is analogous to a hydraulic tomogra-
phy survey that conducts a series of sequential pumping test or slug test along the river boundary. The next
step is to verify this recommendation using a realization and multiple realizations of synthetic heteroge-
neous aquifers. For this purpose, a SimSLE (Xiang et al., 2009), an extended version of the SLE (Yeh
et al., 1996; Zhu & Yeh, 2005), is employed to estimate Ds with observed heads under different excitations.
The algorithm of SimSLE is briefly presented below.

4.1. Successive Linear Estimator

Suppose during a known excitation event, we have collected a total number of m observed heads at several
times and locations, denoted by h* (m × 1). The estimation of conditional effective parameter fields, consist-
ing of n individual D values, is iteratively determined using the following linear estimator:
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bf rþ1ð Þ ¼ bf rð Þ þ ε rð Þ
ff J

rð Þ
fh J rð ÞT

fh ε rð Þ
ff J

rð Þ
fh

h i−1
h*−h rð Þ
h i

(22)

where bf rð Þ is an n × 1 vector, representing perturbations of the estimated lnD (i.e., the estimates minus the
unconditional mean lnD. ln denotes the natural logarithm), and the superscript r is the iteration index.
h(r) (m × 1) is the simulated heads at the observation wells, based on the lnD estimated from the rth iteration.
If lnD measurements are not available, bf 0ð Þ is zero and ε 0ð Þ

ff (n × n) is the unconditional bf 0ð Þ covariance from
geologic information (i.e., Rff defined in equation (19)). The sensitivity matrix is evaluated using the adjoint
state approach. After the linear estimation, the conditional residual covariance of bf rþ1ð Þ is calculated by

ε rþ1ð Þ
ff ¼ ε rð Þ

ff −ε
rð Þ
ff J

rð Þ
fh J rð ÞT

fh ε rð Þ
ff J

rð Þ
fh

h i−1
J rð ÞT
fh ε rð Þ

ff (23)

and the corresponding normalized residual variance is

S rð Þ
f ¼

dia ε rþ1ð Þ
ff

h i
dia ε 0ð Þ

ff

h i (24)

The diagonal term of the residual covariance matrix (i.e., residual variance) represents the remaining uncer-
tainty of the estimated lnD after the head information is included. A small residual variance indicates the
spatial trend of estimated lnD is close to the true, while a large value indicates the estimate is close to the
initial guessed mean value (i.e., heterogeneity is not resolved).

The estimated field is considered as the final one when either the mean squared error of simulated and
observed heads is smaller than a given tolerance or the increase of the spatial variance of the estimated D
becomes steady.

Notice that the geostatistical parameters (e.g., unconditional mean D, correlation length of D, and variance

of D) utilized to constructbf 0ð Þ and ε 0ð Þ
ff are specified in advance. They are adjusted by the observed head auto-

matically during the iteration processes (equations (22) and (23)) in terms of the estimated lnDbf rð Þ and resi-

dual variance, ε rð Þ
ff . Nevertheless, when the observed heads are spatially sparse, good prior information of

these parameters could enhance the estimates (Tso et al., 2016; Zha et al., 2017). Detailed discussions could
be found in Xiang et al. (2009) and a recent publication by Zha et al. (2018).

4.2. Performance Metrics

For evaluation of the estimates, the coefficient of determination (R2) is utilized to evaluate the similarity
between the reference and estimated lnD fields. R2 is defined as

R2 ¼
1
n ∑

n

i¼1
Di−D
� � bDi−bD	 

std Dð Þstd bD	 


2
664

3
775
2

(25)

where D and bD denote the reference and estimated lnD fields, respectively. D and bD represent the average.
std(⋅) stands for the standard deviation. In addition, the mean squared error (i.e., L2 norm) is adopted to eval-
uate the differences between reference and estimated fields.

L2 ¼ 1
n
∑
n

i¼1
Di−bDi

	 
2
(26)

A linear regression model is also used.

4.3. Effects of SNR

In the following experiments, the layout of the aquifer for parameter identification is the same as that in the
cross‐correlation analysis. With a given correlation scale and measurement interval ratio, 600 random fields
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are generated for each given SNR value using a spectral method (Gutjahr, 1989; Robin et al., 1993) to inves-
tigate its effects on the estimated D fields. The initial and boundary conditions are the same as those utilized
in the cross‐correlation analysis. Nine monitoring wells are evenly distributed in the aquifer to collect the
head responses (Figure 1).

For different SNR values, we fix the amplitude h0 at 1 (m) but change the period ω−1 (i.e., 32, 160, and 640
(hr/cycle)) and vary the geometric meanD of the random fields (i.e., from 0.0045 to 1.8 (km2/hr)). As a result,
the values of SNR range from 10−12 to 106. All the random fields have the variance of lnD equals to 2 (−), and
the correlation lengths 6 (km) in both x and y directions. One realization of the random D field with geo-
metric mean D = 1.8 (km2/hr) and the given variance and correlation scales is illustrated in Figure 8. This
is the D field used as the reference field for illustration of the effects of SNR on the estimation in one realiza-
tion, discussed below.

4.3.1. Results of Single Realization
The estimated D fields, normalized residual variance Sf, and D scatterplot between the reference and esti-
mated D for the case using head responses at the nine wells induced by the static periodic excitations with
SNR = 57 are illustrated in Figures 9a1, 9a2, and 9a3, respectively, and those with SNR = 55,000 are in
Figures 9b. Similarly, Figures 9c are plots of those corresponding to the migrating periodic excitation with
SNR = 57. Those based on the moving single excitation with SNR = 57 are depicted in Figures 9d. Results
of these excitations with SNR = 55,000 are omitted since they are similar to those with SNR = 57.

A visual comparison of the estimates, using heads from the static periodic head variations with SNR = 57
(Figures 9a1–9a3) and SNR = 55,000 (Figures 9b1–9b3), indicates that the two estimated fields capture the
general pattern of the reference field. Although they have some differences, it is difficult to tell which one
is better, even using the normalized residual variance Sf and performance metrics (i.e., L2, R

2, and regression
line). As we compare the estimates based on the static (Figures 9a) and migrating periodic waves
(Figures 9c), again, the estimated D fields are similar although the case with the migrating periodic excita-
tion yields slightly deteriorated estimates. On the contrary, dramatic improvement of the estimated and nor-
malized residual variance fields are apparent as head data from the moving single excitation (Figures 9d) is
utilized—R2 improves from around 0.57 to 0.74, while L2 reduces from about 1.03 to 0.52.

The inconclusive results of the comparisons between SNR= 57 and SNR= 55,000 and between the static and
migrating periodic waves are likely due to the use of a single realization, which may not be representative for
all possible realizations. Again, the cross correlation and residual variance presented are based on the
ensemble statistics as do the sensitivity and resolutionmatrix used in other inverse methods. That is, the esti-
mates from any inverse model (geostatistical approach or other approaches) represent the likelyD field given
the observed heads, which will vary from realization to realization unless the problem is well defined or the
domain is sufficiently large (i.e., ergodicity issue). Therefore, Monte Carlo simulation is conducted to ensure
the conclusiveness of the findings.

4.3.2. Results of Monte Carlo Experiments
Figures 10a and 10b summarize the performances of static periodic, migrating periodic, and moving single
excitations in terms of the mean and standard deviation of R2 and L2 between the estimated and
reference fields.

As displayed in the figures, mean R2 values are poor when SNR values are small and gradually increase with
the increase of the SNR values. After SNR > 1, the mean R2 values stabilize around 0.70 to 0.78 and L2 is
around 0.55 to 0.69 for either static or migrating periodic excitations. This stabilization of the value suggests
no significant differences in the resolutions of estimated fields. The resolution analysis by Paradis et al.
(2015) for the tomographic slug test reached the same conclusion. Furthermore, the differences in the mean
R2 values of static andmigrating excitation cases are within 0.05—small. In another word, once SNR> 1, the
differences in the magnitude of aquifer hydraulic properties D, the distance between the measurements and
excitations x, andmost importantly, excitation frequencyω and amplitude h0 have no notable impacts on the
resolution of the aquifer characterization. Nevertheless, excitations with low frequencies ω and large ampli-
tudes h0 enhance the SNR value of the observed head at all distances in spite of the aquifer's diffusivity value.

These figures also reveal that the resolution of the estimates using a moving single excitation is better to
those from the static or migrating periodic sources. Mean R2 values range between 0.79 and 0.83 are
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better than those of static or migrating periodic excitations. Mean L2 values between 0.34 and 0.46 are much
better as well. The nonredundancy information as implied in the cross‐correlation analysis and normalized
residual variance (Figures 6 and 7) are the reason. This result is consistent with HT concept (different excita-
tion source locations) and supports the river stage tomography concept demonstrated in the works by Yeh
et al. (2008 and 2009) and a recent work by Wang et al. (2017). However, as indicated by the standard devia-
tion, one should be aware that the improvement of using amoving single excitation is not guaranteed for any
arbitrary realization. Likewise, the standard deviation also corroborates the ensemble nature of cross‐
correlation analysis.

4.4. Effects of Correlation Scale and Measurement Interval Ratio

In order to investigate the effects of spatial density of measurement network and the spatial correlation scale
of parameter field on the resolution of estimate, the Monte Carlo simulation is used. For this experiment, a
spatial sampling index is defined, which is

de ¼ λ
2dw

(27)

where dw is the interval between wells (Figure 1). The simulation setups are identical to those for the inves-
tigation of the effect of SNR, except the mean D value, correlation length λ, and period ω−1. The spatial geo-
metric mean D value is one (km2/hr) and the variance of lnD is one (−). The period of excitation is fixed at
640 (hr/cycle), leading to a value of 165,000 for SNR. For cases where de≤ 1 (i.e., 0.125, 0.25, 0.5, and 1.0), we
vary the correlation lengths from 0.75 to 6 (km) while fixed the well interval dw at 3 (km). On the other hand,
for cases where de > 1 (e.g., 2 and 4), the correlation length is fixed at 6 (km), and dw is reduced to 1.5 and
0.75 (km), that is, the number of well increases to 36 (6 × 6) and 144 (12 × 12). For each de value, 600 realiza-
tions are used.

The estimate performance statistics (i.e., R2 and L2 values of the estimates of the 600 realizations) using the
heads in response to the static periodic, migrating periodic, and moving single waves are depicted in
Figure 11 as a function of the spatial sampling indexes. As shown in the figure, the mean values of R2 of
all realizations improve from 0.19 to 0.94 and the mean L2 values decrease from 1.7 to 0.1 as the sampling
index increases. The performance deteriorates when de < 0.5 (i.e., small correlation length or sparse moni-
toring network), implying that the signals in response to small‐scale heterogeneity are filtered out. The rate
of improvement stabilizes at the index around 2. This finding is consistent with the finding by Yeh and Liu
(2000) and Cardiff et al. (2013), but we find the sampling interval should be less than a quarter of the corre-
lation scale of the dominant heterogeneity. In addition, the figure shows that the performances of estimate
using a moving single wave are better than those with a static or a migrating periodic wave, confirming the
finding of the cross‐correlation analysis.

4.5. Discussion

As displayed in Figures 10 and 11, the improvements due to the increase of SNR or de values are not guar-
anteed for each realization as indicated by the standard deviations of R2 and L2 of the Monte Carlo results.
These nonzero standard deviations are attributed to the ensemble mean nature of the governing flow
equation (e.g., equation (1)) and the ergodicity assumption, which is automatically invoked as the equation
is applied to a field site (Yeh et al., 2015). Ergodicity means that the spatial statistics equals the
ensemble statistics

Specifically, hydraulic properties (e.g., Ds) of an aquifer are inherently heterogeneous. Without knowing the
Ds at every location of the aquifer, the governing flow equation simulates the ensemble mean head field
(either conditional or unconditional; Yeh et al., 2015, Zha et al., 2017). The ensemble mean head field repre-
sents the average of all possible head fields resulting from all possible heterogeneous D fields of the aquifer.
As such, the mean head field differs from the true head field. This difference between the mean head field
from the true field is then expressed through the ensemble head variance or covariance. Since the mean
and variance are ensemble statistics, in order to apply these ensemble statistics to a particular aquifer
(one possibility or realization), the D field must be infinitely large so that D and head's spatial statistics of
this realization is equivalent to its ensemble statistics. Otherwise, the mean and variance of D, as well as
those of heads, would vary from one realization to another as demonstrated in the Monte Carlo
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simulation. R2 and L2, the ensemble statistics approximated by the spatial statistics (equations (25) and (26)),
vary accordingly.

In an infinite domain, the observed head samples all possible heterogeneity due to the diffusive nature of
the governing flow equation. In turn, the conditional effective D field, resulting from inverse modeling
with observed heads, approaches the ensemble conditional effective D field. The spatial statistics, R2 and
L2, between the true D fields and the conditional effective D fields are invariant between realizations as
a result. For this reason, R2 and L2 of results for different realizations are the same and their standard
deviations become zero. In other words, ergodicity is met and the spatial statistics equals the
ensemble statistics.

On the other hand, if the domain is finite, the mean and variance of simulated heads vary from one realiza-
tion to another, so does the spatial statistics, R2 and L2. Because of this reason, the mean R2 and L2 of a larger
number of realizations ofMonte Carlo simulation are most appropriate for assessing the effectiveness of SNR
and de factors on the estimation of D fields as we have done in this study. However, the standard deviations
of R2 and L2 may remain nonzero.

The nonzero standard deviation again is ascribed to the ergodicity assumption when the ensemble mean
equation is applied to a finite domain. For example, in the cases, where SNR effects are investigated, the stan-
dard deviations of R2 and L2 decrease, as SNR increases but do not approach zero. The decrease reflects the
fact that the excitations of low frequencies allow the head to sample heterogeneity over a greater extent of
the finite domain than the excitations with high frequencies. The conditional effective D field thus becomes
closer to the true one of the finite domains. It, however, is not representative of the entire ensemble (ergo-
dicity assumption is not met) unless the domain is infinite or the inverse problem is well defined as discussed
next. As a result, the standard deviation never vanishes.

In the cases where the effects of the correlation scale and sample interval are examined, we observe from
Figure 11 that as de > 2 (i.e., small sampling intervals), the standard deviations of R2 and L2 decrease.
They approach zero when de is sufficiently large and the necessary condition for a well‐defined inverse pro-
blem is closely met. That says, as dense head data are used, the conditional effective D field approaches the
true field in each realization and in turn, the standard deviations of R2 and L2 become zero. Similarly, when
de approaches zero, the mean R2 approaches zero and the mean L2moves toward the variance of the D field.
The standard deviations of R2 and L2 decrease to zero, accordingly. Again, ergodicity is met and the spatial
statistics equals the ensemble statistics. This result holds in spite of the domain size. The above finding (i.e.,
without considering the ergodicity issue) clearly underscores the inconclusiveness of many works based on
one single realization with a finite domain.

The concept of the river stage tomography is valid and is applicable to large‐scale groundwater basin as long
as the SNR is large. The SNR depends on many factors but mainly the amplitude and frequency of the river
stage variation and hydraulic properties of the aquifer as demonstrated in this paper. Separating the river
stage signals from signals due to other events (e.g., precipitation, artificial pumping, and many others) could
be a challenge. Known characteristics of different natural or anthropogenic events could be helpful for this
purpose since the groundwater responses likely carry characteristics of these events, which may be different
from the river stage variation.Wavelet (Wang et al., 2017) and independent component analysis (Hsiao et al.,
2017) are potential tools to cope with the impacts of other excitations.

Notice that the analysis presented in this paper used depth‐averaged groundwater flow model. As such, the
simulated groundwater responses represent depth‐averaged behaviors of the aquifer and estimated hydrau-
lic heterogeneity is limited in the horizontal plane. Of course, employing a three‐dimensional model that
considers flow through variably saturated geologic media for this analysis would be more ideal and would
allow mapping three‐dimensional distribution of heterogeneity including the unsaturated hydraulic proper-
ties as reported in HT study byMao et al. (2013). However, the area where the unsaturated hydraulic proper-
ties can be identified is likely restricted in the vicinity of the river. Furthermore, knowledge of fluxes at the
river bed would make the inherently ill‐defined problem better defined since it is one of the necessary con-
ditions for a well‐defined inverse problem (Mao, Yeh, Wan, Hsu, et al., 2013; Yeh et al., 2015 and 2015).
Effects of using the prescribed head boundary (river stages) on the unknown flux boundary conditions are
limited to the area near the boundary [Figure 4 in Sun et al., 2013]
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5. Conclusion

Our analysis confirms that the periodic river stage variations (e.g., seasonal or annual) are viable excitation
sources for river stage tomography to delineate large‐scale subsurface heterogeneity. The moving single exci-
tation (such as a flash flood event), however, is more effective than the periodic excitations. It can yield more
information about aquifer heterogeneity than the others. As such, it is suitable for characterizing not only
the large‐scale D heterogeneity but also detailed D variations. This finding is consistent with the HT concept
and supports the river stage tomography.

Monte Carlo experiment substantiates the ensemble nature of cross‐correlation analysis (as well as sensitiv-
ity analysis) and residual variance concept. Nevertheless, in the ensemble sense, the Monte Carlo results
reveal that once the magnitude of the head response is greater than that of the noise (i.e., SNR > 1), the per-
formance metrics (R2 and L2) of aquifer characterization based on static or migrating periodic excitations are
similar. In other words, with the same number of observation wells (i.e., monitoring network) at a given field
site, influences of the differences in the magnitude and frequency of the excitation on mapping the hetero-
geneity is likely insignificant and inconclusive, although the excitations with low frequencies and large
amplitudes enhance the SNR value of the observed head at all distances.

The result of this study further recommends that an effective monitoring network should place wells at an
interval less than or equal to a quarter of the correlation length of the dominant aquifer heterogeneity of our
interest. That is to say, one cannot expect to better resolve the geological heterogeneity of correlation lengths
smaller than this well interval.

Lastly, more synthetic case studies in various hydrogeological contexts and field experiments are needed to
fully assess the power of the river stage tomography and the results of this study.
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