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Abstract This paper exploits triggered lightning as a point source for the basin-scale electromagnetic
tomographic survey to image 3-D subsurface electrical properties in basins. This paper further develops a new
temporal moment approach, overcoming the difficulties in forward and inverse modeling of 3-D Maxwell’s
equations with heterogeneous parameter fields. Using this approach, we find that the influence of a single
triggered lightning strike covers a radius of 2070 km with detectable signals. The cross-correlation analysis
between the moment difference of the electric and electric/magnetic property field indicates that the approach
is suitable for mapping subsurface electric conductivity (c) heterogeneity. A numerical experiment with 3-D
spatially random parameter fields demonstrates that the method captures the spatial distribution of electric
conductivity over large areas with a sparse monitoring network. It reveals the potential of using triggered
lightning as a basin-scale electric/magnetic tomography survey.

Plain Language Summary Triggered lightning experiments traditionally aim at adverse impacts of
lightning phenomena on near-surface structures (such as buildings, power, communication, and transportation
networks). Magnetotellurics surveys have exploited electromagnetic (EM) waves from thunderstorm activities
and the interaction of solar wind with the Earth’s magnetosphere to map the subsurface structure, assuming
that electromagnetic waves are planar and propagate vertically into the Earth. This paper, in contrast, explores
the EM waves generated by flashes of lightning triggered by a lightning rocket at designated locations as EM
point sources and their measurements at different depths and distances in the subsurface. Such experiments

are tantamount to an EM tomographic survey, viewing the subsurface from different perspectives. This paper
further develops a new stochastic methodology to analyze the propagation of EM waves in heterogeneous
geologic media over hundreds of kilometers. These accomplishments permit harvesting the lightning signals to
image the subsurface over greater depths and areas and address the image’s uncertainty. Numerical experiments
confirm the robustness of this proposed concept, which could be a new technology to explore subsurface
processes and natural resources in basins and mountain terrains.

1. Introduction

Knowledge of detailed spatial distributions of geological structures is imperative to understanding the Earth’s
subsurface processes and exploring natural resources. Over the past decades, electrical magnetic (EM) surveys
have been developed based on airborne, controlled-source, or natural-source methods (e.g., Magnetotellurics (MT)
and Audio-frequency MT (AMT)). They have been valuable tools for studying hydrogeological features such as
wetlands (McLachlan et al., 2021), aquifers (Koganti et al., 2020; Korus, 2018), volcanoes and geothermal areas
(Arnason et al., 2010), hydrocarbon reservoirs (He et al., 2010; Mansoori et al., 2016), ore deposits (Tuncer
et al., 2006), salinity mapping (Cox et al., 2012), and fault systems (Tietze & Ritter, 2013). Generally, the arti-
ficial EM surveys are suitable for shallow depths and small areas, while the MT yields general locations of
anomalies at depth with little detail. High-resolution characterization of deep subsurface over large basins and
mountain ranges remains challenging. This work exploits the available rocket-triggered lightning technology to
tackle this challenge.
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The proposed rocket-triggered lightning tomography exploits the enormous power of triggered lightning strikes
(e.g., 300 million Volts and about 30,000 Amps, Li et al., 2019) at a specific location and depth in the subsur-
face, records the strike’s energy, and monitors the EM signals at various locations and depths over a basin. These
recorded signals are tantamount to snapshots of the subsurface heterogeneity at different perspectives (tomogra-
phy), different from the traditional MT or AMT. Synthesizing these snapshots yields a three-dimensional image
of the subsurface.

The interpretation of EM surveys requires forward and inverse analyses of EM wave propagation, which often
faces issues related to numerical accuracy and computational costs (i.e., time and required resources). These
issues are especially crucial in the lightning application because the measured potentials from lightning strikes
have more complex waveforms than the instantaneous direct current resistivity. Analytical and numerical solu-
tions to Maxwell’s equations are available to study the propagation of EM waves in various spaces. Analytic
solutions are limited to EM waves propagating through a simplified or specific geometric symmetry structure
(Shvartsburg & Maradudin, 2013). They are valuable but do not yield information at the scale of our interest.

Forward numerical solutions are ideal for analyses of multidimensional and complex problems but often encoun-
ter other difficulties. For example, Yee (1966) developed a model using a rectangular grid and low-order finite
difference discretizations. Such an approach often leads to enormous computation time for systems contain-
ing curved surfaces and material interfaces, although various improved algorithms are available (e.g., Ernst
etal., 2007; Lee & Fornberg, 2003; Meles et al., 2010; Zheng et al., 1999). Likewise, many numerical EM inverse
models have been developed (e.g., Egbert & Kelbert, 2012; Haber et al., 2004; Kelbert et al., 2014; Oldenburg
et al., 2005; Pankratov & Kuvshinov, 2010). They again encountered colossal CPU time, even though adapting
an adjoint approach and parallel computing. As a result, they are suitable for low-dimensional problems and
depict general locations of anomalies (Newman & Alumbaugh, 1997, 2000; Newman & Boggs, 2004; Newman
& Hoversten, 2000; Newman et al., 2003). For these reasons, a computationally efficient and versatile inverse
numerical approach is highly desirable.

Recognizing the above difficulties, Lee and Xie (1993) developed a cross-hole EM travel time tomography,
assuming the wave travel along a 1-D path to avoid the heavy computational burden required in EM inver-
sion. This method employed low-frequency EM fields to reduce Maxwell’s equation to a diffusion equation.
Afterward, the diffusive EM fields are transformed into wavefields, and a 2-D conductivity image between the
boreholes can be derived with little computational cost. Subsequently, Lee and Uchida (2005) applied EM travel
time tomography for reservoir characterization in a small field site to demonstrate its usefulness and advantages.

The temporal moment method (Aris, 1958) has been applied to diffusion and advection-diffusion equations
to delineate the structure of the subsurface (i.e., Cirpka & Kitanidis, 2000; Harvey & Gorelick, 1995; James
et al., 1997; Jawitz et al., 2003; Jin et al., 1995; Leube et al., 2012; Valocchi, 1986; Yin & Illman, 2009; Zhu &
Yeh, 2006). These works demonstrated that the approach significantly reduces computational costs while main-
taining estimates’ accuracy.

Here, we apply the moment method to Maxwell’s equation to reduce the computational complexity of mode-
ling EM wave propagation through 3-D randomly distributed electrical permeability and dielectric conductivity
fields. Besides, we adopt the widely used stochastic successive linear estimator (SLE) for hydraulic tomography
(Xiang et al., 2009; Yeh & Liu, 2000; Yeh et al., 1996) to estimate the most likely electrical property fields and
to address their uncertainty in the proposed triggered lightning tomography.

As a proof-of-concept study, our objectives are (a) to explore the feasibility of utilizing electromagnetic responses
induced by triggered lightning strikes to enhance subsurface characterization over a large-scale basin, (b) to
evaluate the computational improvement of inverting EM signals using the temporal moment technique coupled
with a stochastic estimator, and (c) to assess the ability of the technique for estimating different parameters. This
paper first formulates the equations that govern EM propagation using temporal moments. It then demonstrates
the feasibility of the temporal moments of rocket-triggered lightning tomography in a 3-D synthetic geological
medium with randomly distributed parameters. Finally, we elucidate temporal moments’ effectiveness in estimat-
ing the spatial distributed electrical properties using the cross-correlation analysis.
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2. Methodology
2.1. Maxwell’s Equations
Consider that an instantaneous current or rocket-triggered lightning strike transmits into the subsurface. The
propagation of the EM field can be described by
V-eE=p 1)
V.-uH=0 )
JouH
VXE=—-——— 3
o 3)
VxH=oE+ %E )
ot
where E is the electric field (Volt/L), H is the magnetic field (Amp/L), ¢ is the electrical permeability (Farad/L), u
is the magnetic permeability (Henry/L), ¢ is the electric conductivity (Siemens/L), p is the electric charge density
(Coulomb/L?3), and ¢ is time (T).
2.2. Temporal Moments of Maxwell’s Equations
Solving the multidimensional Maxwell’s equations is challenging even without considering spatially variable
parameter fields. This paper proposes a temporal moment technique to overcome the difficulties.
Consider y, €, and ¢ are independent with time. Multiplying Equations 1-4 with time to its power n and integrat-
ing them over time, we have
V- eMg, = / pt"dt ®)
V- uMgy, =0 (0)
V X ME.,, = nﬂMH.,,fl (7)
V x MH,,, = —nEME,,,_| + UME‘,, (8)
in which M is the temporal moments of E and H fields expressed as
Mg, = [ Er"dt
©)
Mu,, = [ Hi"dt
and n is any integer greater than or equal to zero.
Taking the curl on both sides of Equation 7, we have
VX (VXMg,)=nV X (uMp,-1) 10)
Because V X (VX Mg,,) = V(V - Mg,,) — V>MEg,,, Equation 10 becomes
V(V-Mg,) — VMg, = nV X (uMu 1) an
Assuming g is spatially uniform (or small variability) and substituting Equation 8 into Equation 11, we have
V(V-Mg,) — V’Mg,, = noMg,,-1 — n(n — ) pueMg,2 (12)
We further assume the spatial variability of ¢ is smaller than that of Mg. Thus, the divergence of Mg is equal to
zero (i.e., V - Mg, = 0) and Equation 12 becomes
—VZME,,, = n;w'ME,,,_l - n(n - l)yEME.,,_z (13)
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The boundary condition is
Mg, = / E@®)t"dt (14)

Each coordinate axis component of Mg satisfies a scalar Poisson’s equation. That is,
~V2Mgi = npuo Mgin1 — n(n — 1) e My -2 (15)

where i = x, y, or z. The boundary condition is
Mg, = / E:(t)t"dt (16)

Now Maxwell’s equations are reduced to Poisson’s equation. The temporal moments of the electric field are
independent of the magnetic field and the time. For these reasons, difficulties associated with simulating the elec-
tromagnetic field in a randomly heterogeneous domain and boundary effects are avoided. This approach further
eliminates the need for refining the mesh near the material interfaces to precisely capture the propagation of
transmitted and reflected electromagnetic fields. The derivatives of the zeroth-, first-, and second-order moments
are available in Supporting Information S1.

2.3. Cross-Correlations Between Temporal Moments and EM Parameters

Our proposed parameter estimation approach utilizing the stochastic cross-correlations between parameters and
temporal moments is described next. The correlation uses a first-order approximation of the relationship between
measurements of subsurface responses at a given location to the parameters at different locations. The first-order
analysis is popular for examining highly nonlinear problems in groundwater hydrology (e.g., Gelhar, 1993),
which requires evaluation of the sensitivity of the response of processes to parameters. An adjoint state approach
(e.g., Sun & Yeh, 1990; Sykes et al., 1985) is adopted here to determine the sensitivity matrix of nth order
temporal moments to parameters o and e. The approach’s computational efficiency has been proven in many
real-world applications of hydraulic tomography (Cardiff et al., 2020; Wang et al., 2022; Zha et al., 2016; Zhao
& Illman, 2022).

Compared with the conventional time-domain finite difference approach, the temporal moment adjoint approach
speeds up the correlation analysis. Consider that the electric fields are recorded from five receivers during two
impulse excitations at a heterogeneous medium. The medium is discretized into 100 zones. The conventional
time-domain finite difference approach requires solving (100 4+ 1)*2 = 202 time-marching Maxwell’s equa-
tions to derive the sensitivity. On the other hand, the temporal moment adjoint approach only requires solv-
ing the time-independent adjoint Equation 5 times, which is significantly efficient. Detailed discussions are
available in Supporting Information S1.

2.4. Inverse Algorithm

The SLE (Yeh et al., 1996), widely used in hydrogeology, is employed to estimate the parameters. The SLE is
a geostatistical inverse approach that conceptualizes the parameter fields as spatial stochastic fields with a joint
Gaussian distribution. They are characterized by means, variances, and 3-D exponential correlation structures in
which correlation scales represent the statistically average length, width, and thickness of the geologic hetero-
geneity in the domain. The SLE then seeks the effective parameter fields conditioned on (or conformed to) the
available measurements (e.g., nth temporal moments of the electric field) and addresses the uncertainty associ-
ated with the estimates. Detailed descriptions are available in Supporting Information S1.

2.5. Numerical Experiments

The synthetic numerical experiment mimics the subsurface structure beneath the Heilonggang plain, an
important agricultural region located in the North China Plain in China. The synthetic subsurface structure
follows the statistical characteristics of the area based on previous investigations (Zhou, 2008). A 3-D domain
(260 km x 260 km X 40 km) is discretized using a variable grid (the grid sizes are between 2 and 40 km), resulting
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Figure 1. (a) The reference ¢ field. (b) The estimated ¢ using the moment difference. (c) The estimated ¢ using the moment. (d) The cross-section of the reference
and estimate o in (a—c). (e) The estimated o field using the surface and belowground transmitters. In practice, the belowground transmitter can be placed in the tunnel,
mountain front, or even the mountain valley. Only estimates whose uncertainty reduce 50% are used to calculate the best fit, R, and L, and L, norms metrics. The
scatterplots comparing the estimated parameter with the reference case are available in Supporting Information S1 (Figure S3). The iso-surface levels are 0.0037
(yellow), 0.0012 (green), and 0.0006 (blue) S/m. The red dots represent transmitters placed on the ground surface, the black dots represent receivers placed on the
ground surface, and the blue dots represent the belowground transmitters. The vertical purple and pink lines are used to better illustrate the relative positions of
transmitters and receivers. The units of x, y, and z directions are km. The red line is the location of dike (blue color).

in a total of 30 X 30 x 20 elements. Each element is 0.25 km X 0.25 km X 0.2 km in the center of the domain.
A zero electric field boundary bounds the subsurface. The land surface and bottom of the domain are no flux
boundaries. Two heterogeneous reference fields (¢ and £) were generated using a spectral method. The reference
o field is displayed in Figure 1a, where the means of ¢ and £ were 1.3 S/km and 1.1 X 10~® F/km. The variances of
In o and In £ were 0.5 and 0.2. The correlation lengths in the x, y, and z directions were 0.8, 0.8, and 0.6 km. These
parameters are selected based on the available geological information (Wang et al., 2020). These initial guesses
are soft constraints and will be updated by fusing the information embedded in observations at each iteration of
SLE. Therefore, the estimated parameter fields are not fully sensitive to these initial guesses (Liu et al., 2020;
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Tso et al., 2016). An instantaneous current is introduced to a selected transmitting electrode (red in Figure 1).
The other electrodes and coils (black in Figure 1) then collect the electromagnetic response fields for the moment
analysis. The same operation is performed sequentially at each electrode until all transmissions are completed.
Due to inherent numerical difficulties in solving Maxwell’s equations for such a heterogeneous parameter field
using the traditional numerical approach, the moments are simulated using the temporal moment equations. A
3% noise was added to the observed moments to mimic the lumped effects of measurement, truncation, and
integration errors.

Two types of measurements are utilized in the inversion. One is the moments and the other is the moment differ-
ences. The moment differences are gathered by subtracting the moments between two receivers. These inversions
assume that the prior mean of ¢ is 0.1 S/km, the mean of ¢ is 10~® F/km, the variances of In ¢ and In € are 1, and
the correlation length of each direction is 10, 10, and 0.4 km. The computation is implemented in a 3-D finite
element model VSAFT3 (Yeh et al., 1993) to estimate ¢ and ¢ with the observed moments.

3. Results
3.1. Validation of the Moment Approach

The first step is to validate the temporal moment equations and their inverse solution using a simulated 2-D elec-
tromagnetic field in response to a point source at the center of the domain using COMSOL Multiphysics. Figure
Sla in Supporting Information S1 shows a 180 km X 180 km domain composed of four homogeneous zones of
different ¢ values (0.1, 0.01, 0.001, and 0.0001 S/m). An impulse of E field with Gaussian distribution (mean
of 4 ms and standard deviation of 0.5 ms), mimicking that from a bolt of rocket-triggered lightning, is assumed
as the source. The boundary conditions are zero E, and the initial conditions are zero E and H fields. Afterward,
Simpson’s rule is applied to calculate the electric field’s zeroth and first temporal moments. These temporal
moment values along the radius centered at the source point are compared with the values directly simulated by
the temporal moment equations (Equations 15 and 16). The scatterplots of the zeroth and first moments (Figures
S1b and Slc in Supporting Information S1) verify the temporal moment derivations. The first moment values
are slightly scattered along the 45° line attributed to errors from the integration using the trapezoidal rule. After
the validation, these first moments from Simpson’s rule are utilized to estimate the ¢ values. The estimated o
converges to the actual values (Figure S1d in Supporting Information S1), confirming the reliability and validity
of the inverse algorithm.

3.2. Area of Influence

We next evaluate how far, deep, and fast a strike can propagate through a lossy subsurface geological medium.
Suppose the y, 6, and ¢ are spatially uniform, Maxwell’s equations reduce to the scalar wave equation

oE 0’E
V2E = — + ue—— 17
o ot He or? a7
V:H =opu— + O*H (18)
K ot K or?

where 1/ \//E is the speed of the wavefront. The u values of non-ferromagnetic materials are almost identical
to that of vacuum. The & values of rock and soil are around 2 to 50 times greater than that of vacuum. Thus, the
speed of a lightning strike propagating through a lossy medium is 2—7 times slower than the speed of light (i.e.,
40,000-150,000 km/s), indicating that existing technology can accurately capture the signal.

The zeroth moment (Equation S3 in Supporting Information S1) represents the amount of E passing through
a given location. The values should be greater than a given tolerance (e.g., ambient E field variations and
self-potential (SP) temporal variations). The temporal SP variation can be ignored because the time scale of SP
changes due to the variations of hydrological and climate conditions are much longer than the lightning-triggered
E field variations (>1 Hz). The ambient E field induced by the nearby wire, electronic devices, and base stations
in a typical residential area is about several tens of volts per meter. In addition, most electric power is operated
under 50-60 Hz. Effects of anthropogenic E field can therefore be easily removed.

WANG ET AL.
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Consider an infinite homogeneous half-sphere with a point source (Figure S2a in Supporting Information S1) on
the ground surface. The ground boundary is no flux. The y value is 10~ H/m, and the & value is 107! H/m. The
four different ¢ values, 107!, 1072, 1073, and 10~* S/m for most geologic media, are investigated. Figure S2b in
Supporting Information S1 illustrates the maximum E values at different radio distances from the location of the
current injection. It shows that when the ¢ value is 107 S/m, the maximum E values at 100 km away from the
stroke location are greater than 1 V/m. Even in the worst scenario, where ¢ value is 107! S/m, a reasonably large
E value (0.1 V/m) can still be detected from 20 km. This analysis proves the feasibility of exploiting triggered
lightning for characterizing large-scale geologic basins using the proposed tomography survey.

3.3. Estimated o and ¢ Fields

Figure 1 compares the reference field (Figure 1a) with the estimated ¢ field based on the measurements of
the temporal moment difference between pairs of receivers (Figure 1b) and the measurements of the temporal
moments at a receiver (Figure 1c). The transmitters and receivers are installed on the ground surface in these
cases. These figures show that the estimates from both moment measurements reveal the general pattern of spatial
variation. However, the pattern from the temporal moments is smoother than the field from the moment differ-
ences measurements. Figure 1d compares the cross sections of the reference ¢ field (upper figure) with those in
Figure 1b (middle figure) and Figure 1c (bottom figure). We notice that the stratifications and heterogeneity along
the vertical direction are resolved using the moment difference. The spatial distributions of ¢ fields in these two
approaches are almost uniform across the entire field.

Next, we demonstrate that emitting the triggered lightning strike via deep underground lightning rods benefits
the subsurface characterization. Figure le illustrates the estimated ¢ 3-D field (left figure) and a cross-section
(right figure) using transmitters on the ground surface (red dots) and at 1 km belowground (blue dots), while the
receivers are on the ground (black dots). In practice, the belowground transmitter can be placed in the tunnel,
mountain front, or even the mountain valley. A comparison of ¢ fields in Figures 1b, 1c, and le reveals that the
additional belowground transmitters profoundly improve the vertical resolution of estimate at deeper subsurface.
The dike structure (the blue color region along the solid red line) and relatively high ¢ zone (the green color at
2 km depth) are captured, while they are not visible in the case where the surface transmitters were used. The scat-
terplots comparing the estimated parameter with the reference case are available in Supporting Information S1
(Figure S3).

4. Discussions
4.1. The Role of Observed Moment in Inversion

To explain our approach’s ability to estimate different parameters, we calculate the spatial cross-correlations
between the temporal moment of a signal observed at a location and electromagnetic parameters at different
locations. The spatial correlation reveals the most likely location where a unit variation in ¢ or £ contributes the
most to the variation of the electromagnetic response at a given location. These correlations are evaluated at the
mean electrical properties (the mean values of ¢ and ¢ are 10~' S/km and 10~ F/km, and the correlation lengths
are 10, 10, and 5 km along x, y, and z directions). The subsurface is bounded by a constant moment boundary
(electric field = 0). A source (triangles in Figure 2) is placed at the center of the domain, and a receiver (circle in
Figure 2) is at 15 km away from the source.

Figure 2a illustrates the cross-correlation between the first moment and ¢, while Figure 2b is that between the
second moment and . Notice that the zeroth moment does not depend on both parameters, and the first moment
is independent of ¢ (see Equations S3 and S5 in Supporting Information S1). We observed that the first moment
at the receiver location is positively correlated with the ¢ everywhere (Figure 2a), highest in the region between
the source and receiver, and gradually decreases toward the boundary. A positive correlation means that if the
observed moment at the receiver is greater than the calculated moment based on the mean ¢ value, the actual o
values at the positive correlation locations are likely greater than the mean.

On the other hand, the second moment is negatively correlated with £ everywhere (Figure 2b), with the high-
est correlation in the region between the source and receiver. The cross-correlation distributions are similar in
Figures 2a and 2b. However, the signs are opposite, and the absolute values of correlation between moment and
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Figure 2. The upper row is correlations of Mg, with respect to In ¢ and In . The bottom row is the correlation of Mg, difference between the two receivers with
respect to In ¢ and In €. The sources and receivers are deployed on the ground surface. The triangles represent transmitters, and the circles represent receivers. The units

of x, y, and z directions are km.

€ are profoundly smaller than that between moment and ¢ (around 10 orders smaller). That says an accurate esti-
mation of € property is unlikely.

Consider a different source and receiver pair (e.g., a north-south pair perpendicular to the east-west pair).
The high correlation values remain in the source and receiver pair region due to the concentric-circle-shape
cross-correlation distribution (similar to Figures 2a and 2b). This similarity indicates that including measure-
ments collected from this additional source and receiver pair does not provide new information to infer other
possible anomaly and heterogeneity locations.

Our new approach that uses the difference in moments at different pairs of receivers based on the same source
location overcomes this issue. Figures 2c and 2d illustrate the correlations of the moment difference for ¢ using
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Figure 3. The uncertainty maps of estimated ¢ using (a) moment difference and (b) moment. The red lines represent transmitters and the black lines represent
receivers. The cross sections are along y = 115. The iso-surface levels are 0.76 (yellow), 0.53 (green), and 0.29 (blue). The units of x, y, and z directions are km.

different pairs of receivers. A comparison between Figures 2c and 2d indicates that the high correlation values
cover various areas. The moment difference negatively correlates with the area concentrated between the source
and receiver pair if the receivers are placed on the same side of the source (Figure 2c). On the other hand, the
moment difference is less correlated with ¢ in the area between the source and receiver pair if the receivers
are placed on both sides of the source (Figure 2d). The spatial distribution is a dumbbell shape where the high
correlation values are located in the regions away from the source. The correlation shapes in Figures 2¢ and 2d
indicate that different combinations of a source and two receivers are beneficial to pinpoint the most likely anom-
aly and heterogeneity locations. Because of this reason, the estimated ¢ distributions using moment difference
(Figure 1b) are superior to the estimate using moment (Figure 1c).

The spatial patterns of the correlation between the temporal moment difference and ¢ are similar to that of o
but with an opposite sign. Similar to the correlation values in Figure 2b, the absolute values of correlation are
profoundly smaller than the correlation with ¢ (around 10 orders smaller). The small correlation value reveals
that € anomaly does not contribute significantly to the spatial variation of the moment. Because ¢ dominates the
moment spatial distribution, the € spatial distribution is difficult to estimate.

A stochastic uncertainty index, S,(n X 1), can further explain the benefit of using moment difference and is
defined as

3 (last)

(last) __ dla[eff ]
f - . (0) (19)

dla[eff ]
in which ega‘“) is the residual covariance matrix of the last iteration from Equation S16 in Supporting Informa-
tion S1, eg)) is the prior covariance matrix at iteration zero, and dia[-] represents the diagonal term. This index

is the residual variance at the last iteration of SLE normalized by the prior uncertainty due to unresolved heter-
ogeneity. It represents the uncertainty of the estimated parameter after including temporal moment or temporal
moment difference measurements at the receivers. A small value of Sf at a location means that the estimate’s
uncertainty is small, indicative of the measurements’ effectiveness. On the contrary, if the Sf value is close to one,
the uncertainty is not reduced after including the measured information (the information is ineffective).

The uncertainty maps in Figure 3 correspond to the estimates using different forms of measurements (Figures 1b
and 1c). A comparison of the maps reveals that the distribution of small uncertainty (green color) covers broader
regions in Figure 3a than those in Figure 3b. Such a difference implies that the temporal moment difference
contains more information about the subsurface heterogeneity than the temporal moment measurement, corrobo-
rating with the cross-correlation analysis.
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4.2. Differences With Travel Time Tomography

Many have applied artificially generated EM waves in a tomographic fashion to infer the cross-sectional parame-
ter distributions between two boreholes (e.g., Lee & Xie, 1993). Their interpretation assumes the wave propagates
in one dimension and is modified by the subsurface properties along the 1-D pathway between each source and
receiver pair. It also inherently omits the effects of heterogeneities outside the 1-D wave propagation pathway.
Consequently, this approach requires densely distributed sources and receivers to capture 3-D anomalies. In
contrast, the proposed temporal moment approach accounts for the effects of 3-D heterogeneity as the wave
propagates.

Besides, EM travel time tomography ignores the refraction and reflection of EM fields along the boundaries
between different zones. Its trajectory-based formulations of arrival time also relied upon an asymptotic approach
that assumes smoothly varying properties compared to the length scale associated with the propagating EM
transient (Vasco & Datta-Gupta, 2016; Vasco et al., 2000). Such an assumption is not likely valid in the layered
sedimentary environments and the subsurface with faults or fractures. On the other hand, the temporal moment
approach is free of this limitation and suitable for heterogeneous subsurface environments.

Finally, the EM travel time tomography further minimizes the influence of electrical permeability € by employing
the low-frequency EM fields (<1 MHz) even though the spatial variation of ¢ plays a minor role in the EM field
propagation. Despite these issues, the travel time approach is a simple and practical tool for a first-cut analysis
providing a piece of prior information for a fully 3D inversion.

5. Conclusions

This study proposes the triggered lightning tomographic survey for basin-scale subsurface characterization. A 3-D
numerical experiment and cross-correlation analysis confirm the effectiveness of this approach. The approach
can serve as a viable tool for delineating the multidimensional and random electromagnetic properties over tens
of kilometers.

The proposed temporal moment approach significantly reduces the computational difficulty. It transforms
Maxwell’s equations to Poisson’s equation, decouples the interaction between the electrical and magnetic fields,
and avoids the need for extremely fine spatial and temporal discretizations. The temporal integration also avoids
the time-marching operation. The significant reduction in the computational effort on the forward solution and
sensitivity analysis makes the inverse solution to Maxwell’s equation for 3-D random parameter fields much more
easily achievable.

This study also demonstrates that the spatial cross-correlation map of the temporal moment difference is more
spatially variable than the temporal moment alone. Thus, the moment differences effectively reveal the most
likely anomaly and heterogeneity locations.

Triggered lightning tomography is a potential new technology for scanning large-scale mountain range interiors.
It may further lead to new lightning networks for monitoring the mountain range interior by exploiting the natural
flashes of lightning as point sources through lighting rods installed deep in the mountain range or its valleys and
peaks. These networks could continuously map natural resources and potential geohazards over the mountain
terrain. Moreover, Fullea (2017) remarked that electrical conductivity and the primary rock properties describing
the thermochemical state of rocks within the Earth (e.g., temperature, composition, melts) could be combined to
enhance the interpretation and understanding of the subsurface. More detailed discussions of the benefits and
challenges of joint inversion are available in Moorkamp (2017).

Finally, this study promotes adopting triggered lightning as point sources for basin-scale EM tomography. It
develops the temporal moment approach to overcome the challenge of solving Maxwell’s equations for the EM
survey and a stochastic inverse approach to address the most likely estimates and their uncertainty. Nevertheless,
the idea of triggered lightning tomography is still in the concept-developing stage. Many issues remain to be
resolved, for example, (a) the assumption that magnetic permeability is uniform, (b) the SP and induced polar-
ization effects are minor, and (c) a method to infer the spatial variability of electrical permeability is needed.
Nevertheless, this study demonstrates that the triggered lightning experiment coupled with temporal moment
analysis that reduces the computational burden in interpreting the tomographic datasets can yield reasonable
estimates of the electric conductivity field, making a step toward applying it to real-world problems.
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